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Disclaimer 

This report provides a scientific review and guidance for fractured bedrock prepared for the 

Science Advisory Board for Contaminated Sites (SABCS) in British Columbia. Any use that a 

third party may make of this report, or any reliance on or decisions made based  on  it,  are  the  

responsibility  of  the  third  parties.  We disclaim responsibility or consequential financial effects 

on site management, or requirements for follow-up actions and costs.  

The services performed as described in this report were conducted in a manner consistent  with  

the  level  of  care  and  skill  normally  exercised  by  other  members  of  the  science 

professions currently practicing under  similar  conditions, subject to the time  limits and financial  

and  physical  constraints  applicable  to  the  services. This report provides professional 

opinions and, therefore, no warranty is expressed, implied, or made as to the conclusions, 

advice and recommendations offered in this report.  This report does not provide a legal opinion 

regarding compliance with applicable laws or regulations. 
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A- BASICS OF FRACTURE FLOW 

This appendix discusses fundamental aspects of the flow and transport behaviour of fractures 

under six topic headings:    

 Geologic origins of fractures and faults; 

 Single fracture flow: the parallel plate analog; 

 Transport in single fractures; 

 Fracture-matrix interaction: dual porosity flow and matrix diffusion;  

 Multiphase flow in a single fracture; and 

 Fracture network geometric properties and their statistical description. 

A.1 Geologic Origins of Fractures and Faults 

Fractures are planar geologic features that form as a brittle material’s response to strain or 

deformation. Deformations involve shortening, shear, and extension in directions that are 

reflected in the fracture orientations.  Concentrations of deformation, such as the hinge of a fold, 

create local regions with elevated fracture intensity (Fisher and Wilkerson, 2000; Narr, 1991; 

Bazalgette and Petit, 2007).  A brittle layer will require more fractures to accommodate the 

same strain as surrounding layers that are more ductile.  Folded rock, in particular, may have 

different strains in different parts of the structure. 

The deformations that create fractures are often the result of crustal-scale tectonic movements.  

Multiple deformation events may create overprint or reactivate older sets, from both tectonic and 

non-tectonic causes, as shown by Park et al. (1996) regarding glacially-reactivated fractures 

that affect stability in New Brunswick mine-pit slopes.  

Deformation may exploit planes of weakness in the rock itself to open fractures along 

sedimentary bedding and metamorphic foliation. 

Fractures appear not only in rock, but in any cohesive material like glacial till, where fracture 

pathways can carry contamination to glacial aquifers (Keller at al., 1986; Helmke et al., 2005; 

Harrar et al., 2007).  Klint and Graveson (1999) relate glacial till fractures to a combination of 

glacial loading and interglacial freezing and drying.   
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Once created, fractures provide pathways for circulating groundwater.  Geo-chemical and geo-

biological processes then may modify the fractures by:  

 Dissolving material from fracture walls, especially in carbonate and other soluble 
rocks; 

 Concentrating and accelerating weathering of the host rock; and 

 Precipitating mineral coatings and fillings that may seal the fractures, or prevent 
fluid interchange between the fracture and the host matrix rock. 

As most groundwater contamination occurs through leakage from the surface, the fractures that 

matter most are often those at the surface of the bedrock.  Consequently, processes that 

enhance or alter rock fracture properties in the near-surface environment deserve particular 

attention.  These include the following (Figure A-1): 

 Shallow fractures parallel to the ground surface that open from stress relief 
(exfoliation joints); 

 Mechanical and chemical weathering that starts on the fracture surfaces and may 
proceed to affect the entire volume of rock between the fractures including 
effects of biologic activity like tree root invasion; and 

 Fractures that open due to movements on rock slopes. 

The removal of overburden by erosion unloads stress from bedrock, which can respond by the 

formation of unloading fractures.  Unloading fractures, which include surface-parallel exfoliation 

joints, usually extend a few meters to tens of meters below the surface, hence the near surface 

zone should be a region of enhanced fracture flow unless weathering has altered the rock to low 

permeability materials like clays.   

Structural geologists distinguish joints (Pollard and Aydin, 1988) from fractures that form in 

shear, such as shear zones and faults (Martel et al., 1988).  Both laboratory experiments (Horii 

and Nemat-Nasser, 1982) and field studies (such as Martel et al., 1988) show that joints and 

shear features may be formed at different strain levels in the same progressive deformational 

field.  Joints initiate at microcracks, often at mineral-grain boundaries.  These extensile features 

are the most numerous fractures; they propagate with little energy, but they individually 

accommodate only small deformations.  As a rock undergoes progressive strain, these cracks 
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and joints coalesce into shear features that take more energy to create, but once formed can 

accommodate much larger strains (Figure A-2).    

Joints, deformation zones, and faults display a range of internal structures, from simple to 

complex, which influence the fractures’ hydrologic, and especially transport, behaviours. 

Joints are simple parallel-walled features that most closely fit the classic parallel-plate analog 

paradigm, particularly if they are fresh and unaltered.  Porosity enhancements in the rock may 

be present due to local, grain-scale crack development; but, unless there has been significant 

weathering or alteration, the hydrologic properties of the wall rock are unchanged.  As 

addressed in the discussion on transport properties, simple joints will have relatively little in the 

way of retardation effects except by way of porosity in unaltered rock matrix. 

Deformation zones, which may have thicknesses on the order of a few millimetres to several 

tens of centimetres (Andersson et al., 2004) have a considerably more complex internal 

structure.  The geologic structure of small shear features has been studied at Sweden’s Äspö 

underground laboratory (Andersson et al., 2004).   Microscopic inspection of small-scale shear 

zones that are hydraulically active, reveal an internal structure made up of micro-breccias, clay 

gouge, and cataclasites, along with alteration halos in the fracture walls.  These internal 

zonations within the shear zone have significant porosities that exceed 10% (Figure A-3).   

Faults distinguish themselves from deformation zones by having thicknesses from tens of 

centimetres to tens of meters (or more) and lengths on the scale of kilometres.  Caine (et al., 

1996) have synthesized much of the hydrogeologic work on fault zones, creating a descriptive 

system that emphasizes the presence of different components of damage that vary in their 

hydraulic significance.   Central to a fault is a core zone of intense deformation to the point of 

granulation (Figure A-3).  For the portions of faults that form at shallow depth, this core zone 

may be a breccia of broken, angular rock fragments.  Higher temperature and pressure 

conditions cause the formation of mylonites and cataclasites in the cores of fault zones 

(Braathen et al., 2004).   

Shallow-formed faults core zones may be highly permeably and even solution-enhanced, or the 

core may contain finely ground rock that has altered to clay forming a barrier to flow.  A 

damage-zone of intense fracturing and elevated permeability may surround the core.  If the core 
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is acting as a barrier, the fault as a whole evolves as a complex structure of high permeability 

parallel to the fault, and low permeability across it (Ganerød et al., 2008).  The nature of the 

core damage zones vary depending on the depth where the fault has formed and whether the 

fault has been reactivated by later deformation.  In addition to the fault zone itself, the “protolith” 

or wall rock of the fault zone may be altered and weathered by exposure to fluids circulating in 

the fault zone. 

In summary, geologic processes are responsible for the creation of fractures.  Fractures form 

through the deformation of brittle rock and soils.  The formation of fractures is not limited to rock 

but can include highly cohesive sediments like glacial till.  An understanding of rock deformation 

can aid in identifying regions where fractures are more likely to be more intense and more open.   

Such fractures may be the ones that dominate hydrologic behaviour.  Faults and shear zones 

are often the most conductive fracture features.  Much of the fracturing is the result of crustal 

strains due to tectonic forces; however, near the earth’s surface other sources become 

important including thermal strains due to heating and cooling of rock and slope-related 

deformations.  Due to unloading and weathering, the bedrock surface is also a place to expect 

concentration of groundwater flow.  
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Figure A-1. Near Surface Fracture Enhancement. 

 

Figure A-2. Development of shear features from tension cracks (after Martel et al., 1988 citing Peng 
and Johnson, 1922). 

Figure Note: Cracks form in extension parallel to the shortening and open in the 
direction of extension.  With more strain, shearing develops creating fracture zones and 
small faults with complex internal structure. 
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Figure A-3. Internal structures of joints, fracture zones, and faults. 
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A.2 Single Phase Flow and Transport in Single Fractures 

A.2.1 Single Fracture Flow: The Parallel Plate Analog and the Cubic Law 

The key hydraulic properties for a single fracture are (Figure A-4):  

 Transmissivity (L2

 Storativity (-);  

/T); 

 Diffusivity, η  (L2

 Hydraulic aperture, 

/T);  

He  (L); 

 Storage aperture, Se  (L); and   

 Transport aperture, Te  (L). 

A single fracture is a planar feature, much like a confined aquifer, and its hydraulic properties 

are the same as those of an aquifer.  Transmissivity is a measure of the capacity of a fracture to 

carry fluid, expressed as a flow rate or flux (L3

Storativity is the change in the pore volume of a fracture for a unit change in head. It may be 

related to the aperture, e, of the fracture, which is the distance between the fracture’s two faces.  

Storage aperture,

/T) through a conductor with a unit width (L) under 

a unit hydraulic gradient (-).   

Se , is volume of the fracture’s opening over a unit area.  The fracture porosity 

of a rock containing multiple fractures is the summation of the pore volume (or storage aperture 

times the area of each fracture) divided by the volume of the rock mass.  Storativity, which is 

dimensionless, is primarily an effect of the compressibility of the fluid in the fracture, C, and the 

fracture’s normal stiffness, nk , which is the change in aperture for a change in effective normal 

stress, giving:  

(1 )n SS g k e Cρ= +  

where ρ is fluid density and g is gravitational acceleration. 
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Fluid flow under a head gradient is a diffusion process, like heat flow or solute diffusion, where 

the hydraulic diffusivity describes how fast pressure or head moves either through a fracture 

network or a porous groundwater flow system.  It controls, for example, how quickly an 

observation well responds to a pumping well.  Hydraulic diffusivity is the ratio of the flow 

conducting properties to the storage properties.  For a single fracture or a single porous aquifer 

the diffusivity is equal to /T S .   

Diffusivity ranges for fractures are generally much higher than those of porous rocks, as 

fractures are much more efficient fluid conductors for their pore volume.  Typical diffusivity 

values for conductive fractures are 1 to 10 m2/s and extremely open fractures have diffusivities 

greater than 100 m2 η/s.  Diffusivity, , can be assessed approximately from a time lag, t , 

between a location of a pressure perturbation and an observation point r  distance away using 

the radius of investigation equation (Streltsova, 1988), 2 4t r η= .  As discussed later, diffusivity 

is very valuable for mapping fracture connectivity (Knudby and Carrera, 2006). 

Transport aperture is the equivalent of porosity in porous media for assessing the velocity of 

groundwater transport.  Groundwater velocity along a stream tube in a porous aquifer is the flux 

divided by the flowing cross-sectional area of the tube, which is the area of the tube times the 

porosity, as flow occurs only in the connected pores.  The velocity of groundwater flow over a 

unit width of a single fracture will be the flux divided by the transport aperture, which is the 

flowing area of the fracture.  

With respect to transport, a single fracture will also have a dispersivity.  From fluid mechanics 

considerations, the velocity in a fracture has a parabolic profile even in an ideal smooth-walled 

fracture.  Dispersion will be even more pronounced where the fracture walls are rough and the 

aperture is not uniform.  

In principle all of these properties relate to the fracture aperture.  The  fundamental equation 

relating laminar flow in a single fracture to its aperture is the plate-plate analogue, also known 

as the cubic law, which states that velocity, v, and flow rate, Q, are proportional to the aperture 

by powers of 2 and 3 respectively (Figure A-4), or  
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3 12Q wi g eρ µ=  and 

2 12v i g eρ µ=  

where i is hydraulic gradient, w is fracture width, and µ is fluid viscosity. 

The cubic law was introduced in the English-language literature by Snow (1965), and there has 

been considerable amount of experimental work (Witherspoon et al., 1980; Pyrak-Nolte and 

Cook, 1988; Konszuk and Kueper, 2003) and theoretical work (e.g., Sisavath et al., 2003) to 

investigate the validity and limitations of this expression.   A natural fracture clearly deviates 

from a pair of smooth parallel surfaces in several ways, including roughness and partial filling 

from mineralisation.  Nonetheless, the flow capacity of a fracture obeys a power law of aperture 

with exponents that, if anything, may be greater than three. 

It is important to note that the constant relating the flow to hydraulic gradient cubic law, 
3 12g eρ µ ,  has units of L2

The concept of hydraulic conductivity therefore does not apply to flow within a single fracture.  

The hydraulic conductivity of an interval of a well will be the sum of the transmissivities of the 

fractures intersecting the interval divided by the interval’s length, b, or  

/T, which are the units of transmissivity, not hydraulic conductivity.  

Recall that transmissivity is the property of an aquifer, while hydraulic conductivity (L/T) is the 

property of a material, like sandstone, within an aquifer.  Hence, a single fracture is analogous 

to a porous, confined aquifer for which the transmissivity is the product of the hydraulic 

conductivity and thickness. 

1
1/ n

ni
K b T

=
= ∑  

Calculating hydraulic conductivity in a well can lead to ambiguities, when the fracture intensity is 

low.  For example, a packer test in an interval of a well containing a single fracture, with a given 

transmissivity, Tf 

Figure A-5

, will have a hydraulic conductivity that will depend on the interval length 

( ), thus packer tests with different lengths around the single fracture will all have the 

same transmissivity, but will give different values of hydraulic conductivity. 
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In principle, the cubic law relates the flux, velocity, and storage properties to a single aperture 

value.  In practice, flux values from flow tests, velocity values from tracer tests, and storage 

values from transient well tests all yield different aperture values.  This has led some to argue 

that aperture needs to be viewed in different ways for each of these functions.  This is not 

surprising considering the physical differences between ideal parallel plates and real fractures, 

which may have rough surfaces and heterogeneous aperture.  Tsang (1992) notes that 

apertures based on tracer mass balances, tracer velocities, and simple applications of the cubic 

law can lead to a range of values.  Furthermore, channelling within fracture planes can lead to 

further inconsistencies between parallel plates and actual fractures (Neretnieks, 2006).   

As discussed above, the transport aperture, eT

/T re Q At=

 , relates the velocity to flux in a fracture.  By a 

mass-balance definition (Tsang, 1992) this aperture would come from tracer tests where the 

aperture is simply flux divided by conducting area, or  

 

Unlike flux, the storage aperture sees all the interconnected pore volume within the fracture 

whether it is part of the active flow channels or lying in backwaters.  By contrast, the transport 

aperture only sees the portions of fractures that are part of active flow channels (neglecting 

diffusive aspects).  The hydraulic aperture, which is based on the cubic law and flux, will 

therefore be a lower bound expected value.  The storage aperture should be an upper bound as 

it sees all connected volume, and the transport aperture will tend to lie in between the hydraulic 

and storage aperture values.  

Underestimating the physical or effective opening of a fracture by using the cubic law 

idealization, may lead to overestimates of flow velocity, hence aperture values based on a cubic 

law calculation from transmissivity should be used with care.   Tracer testing, though laborious, 

is the best means of estimating aperture for transport, especially if the key conducting features 

are known and can be tested directly  (Sawada et al., 2000). 
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Figure A-4. Single fracture flow and aquifer equivalents. 
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Figure A-5. Transmissivity as a sum of fractures and ambiguities in definition of K. 

 

 

A.2.2 Extensions to Fracture Networks 

In three dimensions, single fractures intersect to form fracture networks.  The network’s 

properties are an aggregate of the properties of individual fractures and their geometric 

arrangements in three dimensions.  If the fractures have a preferred orientation, such a network 

will “refract” flow from the direction of the large-scale hydraulic gradient into the planes of the 

fractures.  Figure A-6 illustrates the effect of anisotropy using a simple fracture network model 

with dimensions of 1000 x 500 meters and a 100 meters thickness.  A hydraulic head with a 

gradient of 0.2 acts across the 500 meter direction of the model, with constant-head boundaries 
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on the sides, which also follow the gradient of 0.2 in the flow direction.  The model has two sets 

of fractures, one with a constant transmissivity of 1x10-5 m2/s and the other with 1x10-6 m2

The model results show the effects of anisotropy and dispersion.  The particle tracks from the 

well do not exit the system directly downstream of the injection point, but are diverted by the 

more transmissive set to a point in that sets strike direction.  Furthermore, the combination of 

non-uniform transmissivity and network anisotropy creates a dispersive effect at the exit of the 

model.  A more realistic model with a higher degree of heterogeneity would show even stronger 

effects. 

/s, and 

constant transport apertures of 0.1 mm.  The model has no dispersion, has diffusion but no 

dispersion.  Water with particles representing a contaminant enters the network through a well 

near the upper, constant-head boundary. 

A.2.3 Single Fracture Summary 

Despite some of its limitations and assumptions, the cubic law is still the fundamental concept 

for understanding flow in fractures.  It essentially states that: 

 The flow capacity and the velocity in a single fracture are power functions (cube 
and square respectively) of the fracture opening; 

 Fractures are very efficient conductors for their volume in a rock; 

 Small variations in fracture opening lead to large variations in flux and velocity; 
and  

 A few fractures are likely to dominate flow, as a fracture that is even slightly more 
open than others can carry significantly more fluid.   

Having dealt with single fractures, and having raised some issues of network behaviour, we 

move on to a more detailed discussion of the variability between fractures through the statistical 

description of fracture geometric and hydrologic properties. 
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Figure A-6.  Effect of fracture orientation on flow direction. 
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A.3 Stochastic Description of Fracture Geometric and Hydraulic 
Properties 

A.3.1 Background 

Two major features that distinguish fractured groundwater flow systems from porous ones are: 

 Complex geometries; and 

 Heterogeneous properties. 

Porous systems are usually sedimentary and the variability is distributed between layers that 

can be correlated laterally and relatively continuously.  Although heterogeneities exist in some 

sedimentary systems, especially fluvial environments, they retain a relatively higher level of 

predictability due to stratigraphic continuity. 

Fractured rocks have complex geometries where the conducting features occur in sets often 

with multiple, cross-cutting orientations.  Fractures vary in size, or length in two dimensions; 

they have termination relationships that may reflect the timing of their origin, and they vary in 

intensity or frequency.  The hydraulic properties of fractures, transmissivity, storativity, and 

effective porosity, all relate to aperture, albeit in ways that may be complex themselves.   

The variability and unpredictability of fractures has encouraged the development of a technical 

discipline devoted to the stochastic description of fracture systems, focussing on geometric 

properties, mechanical properties, and hydraulic properties.  The origins of this discipline go 

back to David Snow and the publications that came out of his dissertation at the University of 

California, Berkeley, in the mid-1960’s (Snow, 1965).  In particular Snow addressed a number of 

basic issues in fracture flow including: 

 Frequency of conducting fractures (Snow, 1968); 

 Statistics of aperture and transmissivity (Snow, 1970); and  

 Anisotropy of flow in fracture networks (Bianchi and Snow, 1968; Snow, 1969). 

The rock engineering community developed the stochastic geometry approach further in the 

1970’s and 1980’s motivated by the need to account for the uncertainty introduced by rock 

fractures on rock slopes and underground opening behaviour (Baecher et al., 1977; Priest and 
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Hudson, 1976; LaPointe and Hudson, 1985; Priest, 1993).  The design of block caving systems 

for mines continues to be an important topic for fracture statistical study. 

Research programs for radioactive waste provided opportunities for making detailed surveys of 

rock fracture statistics (Rouleau and Gale, 1985).  Computer programs that coupled synthetic 

fracture generation with flow codes led to Discrete Fracture Network models (Long et al., 1982; 

Dershowitz, 1984; Dverstorp and Andersson, 1989; Cacas et al., 1990).  These models used 

Monte Carlo methods, which generate fractures by random sampling from probability 

distributions.  Such tools, which are basic to risk assessment, build uncertainty and variability 

into predictive models. 

A.3.2 Probability Density Functions and Properties 

The first level geometric properties that are amenable to stochastic treatment are: 

 Intensity and spatial distribution;  

 Size; and 

 Orientation. 

Intensity and spatial distribution are somewhat different but closely related measures.  A 

determination of intensity asks how much fracturing is present in a rock mass.  The “how much” 

may be various measures including:  

 Number per unit length in the core log or image log of a borehole; 

 Number per unit length measures along a line sample of a rock exposure; 

 Length of fractures per unit area in a fracture map; or  

 Area of fractures in a volume of rock. 

These measures have in common a unit of measure, which is inverse length.  A classic problem 

in fracture modeling is inferring volumetric intensity (fracture area per volume), which is very 

difficult to measure directly, from its indirect measures of number of fractures per length of hole, 

or length of fracturing in the map of a rock exposure. 

The spatial model asks the related question, how are these fractures distributed in space?  The 

casual observation of an outcrop gives one the sense of a regular spacing to the fractures.  
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Although this spacing may appear constant, or perhaps normally distributed, actual 

measurements show that this is seldom the case.   

The most commonly applied assumption in statistical descriptions is one where fractures occur 

randomly.  The probability function that describes things that happen randomly in space (or 

time) is the negative exponential distribution.  A system that produces random events is a called 

a Poisson process, and the probability density function that describes the interval, x , between 

these events that have an average frequency (or intensity), λ , is 

( , ) e xP x λλ λ −=  

The λ is also called the Poisson parameter, describing event frequencies like accidents per 

work week, or fractures per meter. It happens to be both the mean and the standard deviation of 

the distribution.  Figure A-7 shows the form of the exponential distribution. This distribution 

differs strongly from the normal distribution in being very asymmetric, with a strong skew 

towards smaller values.  Fracture measurements in line samples commonly fit this distribution 

(Baecher et al., 1977), leading many who build fracture simulators to use a random, or Poisson 

process, as the basis for generating the fracture locations.  The skewed distribution also implies 

that fractures cluster, because the distance between fractures is more likely to be a small value 

than a large value. 

The Poisson process is not the only spatial distribution commonly used.   The two most 

common alternatives are geostatistical distributions and fractal distributions.  Geostatistics is a 

misleadingly-named field of probability studies that considers problems of spatial correlation.   

The “geo” part of its name comes from its original use for estimating ore reserves in the mining 

industry.  The hypothesis that geostatistics addresses states that values of a parameter are 

spatially correlated, or simply stated, two samples of something like ore grade are more likely to 

be similar, if the sampling locations are closer together than if they are farther apart.  

Geostatistics tests this hypothesis using so-called variograms, which plot the difference 

between each value and all other values against functions of the distance between the sample 

locations.  An ideal variogram defines three regions of correlation versus distance – a short-

range which describes a non-spatially-correlated variability associated with very local values 

(called a “nugget”), a sloping “range”, which defines those distances over which values are 
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spatially correlated, and a flat “sill” which are distances beyond which values have spatial 

correlation. 

The other major alternative spatial distribution is based on fractal geometries (Barton and 

Larson, 1985; LaPointe, 1988).  A recent review by Molz (2004) provides a useful survey of 

fractal description of porous and fractured systems, with a particularly good review of work on 

fracture networks, noting the ties between fractal geometries and power-law models, which are 

discussed further below in reference to fracture size distributions.   

A complete review of fractal geometries is beyond the scope of this report, but there are two 

aspects of fractal concepts that have been applied to fractures – fractal dimension, which 

describes how patterns fill space, and self-affinity, which is the repetition of patterns at different 

scales.   

Space-filling refers to how a pattern, such as fracture traces on a map or fracture planes in a 

volume, fills the available space, which is usually taken as an area or a volume.  As an example, 

a pattern of regularly spaced lines in orthogonal directions on a map fills the two dimensional 

space of the plane of the map.  If one were to start removing segments of those lines, the 

pattern would be filling less of the space, along with a decrease in connectivity (Figure A-8).  

Space-filling properties of fractures can affect well tests.  A space-filling pattern of fractures in a 

two-dimensional space, like a fractured sedimentary layer, will produce a Theis-curve response, 

with its characteristic semi-log drawdown behaviour at extended time.  Decreasing the fractal 

dimension and how the network fills the two-dimensional space produces other types of well test 

responses that can be related to the fractal dimension of the pattern (Barker, 1988; Chang and 

Yorsös, 1988; Doe and Geier, 1990). One method commonly used for assessing fractal 

dimension is box-counting, where a series of box-patterns with different scales is overlain a 

map, and the intensity of fracturing is determined from the intensity variations with box scale 

(Barton and Larson, 1985; LaPointe, 1988; Roy et al., 2007). 

Self affinity means that patterns of fractures are repeated at different scales.  The pattern and 

relative intensity of fracturing in self affine systems will appear the same regardless of the scale 

of view.  Some studies have shown that patterns and fractal dimensions can persist with scale.  

Fracture network patterns and geometries often appear similar whether looking at hundreds of 
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kilometres (lineaments), kilometres (faults), tens of meters (fractures in outcrop), (Oddling et al., 

2004), or even millimetres or less (microfracturing in cores). 

Figure A-7. Probability density functions for fracture geometry description. 
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Figure A-8. Decrease in fracture connectivity with lower intensity.  

 

Contrasting colors show connectivity to well in center of simulation. 

 

A.3.3 Fracture Size 

Fractal geometries are closely related to power-law distributions, which have seen increased 

application to fracture geometric and hydraulic properties in recent years.  Power laws provide 

the basis for extrapolating properties, especially size, over large ranges of scales (Bonnet et al., 

2001).  Much of this work has come from earthquake studies to assess fault slip and risk from 

fault lengths and widths.  

Fracture size requires some care as boreholes give no information on size, unless fractures are 

traced between wells.  Mapped surfaces only give the fractures’ length, which may or may not 

intersect a fracture across its largest span.  Hence a distribution of fracture length data must be 

transformed to the fracture area, or equivalent radius, distribution.  Furthermore, length data are 
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usually censored, that is, there will be fractures that are larger than the mapped area.  Hence 

the measurements will not have correct data for the largest fractures.  In addition, field surveys 

employ a lower limit on measured size which reflects either a lower bound of perceived 

importance or the practicalities of completing a field survey in a finite amount of time.   

Early investigations of fracture-geometry statistics (Baecher et al., 1977; Baecher, 1984; Priest 

and Hudson, 1985) generally matched field data for size to lognormal distributions, which are 

normal distributions of the log values of a parameter population.  The lognormal distribution, like 

the exponential distribution, is asymmetric with a strong skewness to the smaller values.  The 

skewness is highly significant because the largest fractures, which provide the greatest 

connectivity through a rock volume, are a relatively small part of the population. 

Power laws have been widely applied to size data in recent years (Odling, 2004; Marrett, 1996; 

Marrett, et al., 1999).  Power-law distributions have shapes that are very similar to lognormal 

distributions. The common method for assessing power-law behaviours plots the number of 

fractures having a certain size or greater, which is the cumulative number of fractures counting 

from largest to smallest, against the size.  In a power law relationship, this plot is a straight line 

on double logarithmic axes.  Often the data from any one scale will not be perfectly straight, 

perhaps due to the truncation effects of maps, but data from multiple scales will reveal a 

consistent power-law relationship (Figure A-9).  Part of the appeal of power laws over 

lognormal, and other similarly-shaped distributions is the relationship between power-laws and 

other breakage processes, hence power laws may have a physical basis for application to 

fractures, while lognormal distributions are often chosen simply for their fit without any other 

rationale. 



March 2010 A-22  Project No. 0814360101 

 

   

 

Figure A-9. Power law scaling of fracture size from lineament to outcrop scale. 
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A.3.4 Orientation 

Fractures occur in sets that most often defined by having a common orientation.  Within a set, 

orientation has a variability that can be described by a probability function.  The spread of 

orientations is important because fractures that are parallel within a set do not intersect.  The 

connectivity and anisotropy of a fracture network will depend on the number of sets and 

dispersion of orientations within each set. 

There are a number of different orientation distributions (Fisher, 1993; Mardia and Jupp, 2000).  

These distributions apply to the consistency of orientation data, which for fractures, is usually 

expressed by the direction of the fracture pole, which is a vector normal to the fracture surface.  

The most commonly-used distribution is the Fisher distribution, which is also called the spherical 

normal because distribution resembles a bell-shaped, symmetric spread of orientations around 

a mean direction.  The distribution is given by  

cossin( )( ) ef
e e

κ θ

κ κ

κ θθ −=
−  

where 
1N

N R
κ −

≈
−

, N being the number of poles in the set and the R magnitude of the vector 

sum of the poles.  A continuing source of confusion regarding Fisher statistics is the fact that κ

is inversely proportional to the spread of the data, hence a large κ  indicates highly 

concentrated orientations and smaller κ ’s are more random (Dershowitz et al., 1998).  For data 

that are non-symmetric about the mean, other distributions may be more appropriate, such as 

bivariate Bingham or bivariate Normal (Dershowitz et al., 1998). 

A.3.5 Hydraulic Properties 

Transmissivity and aperture also have been matched to lognormal distributions.  Snow (1968) 

developed an approach for inferring the spacing of conductive fractures from packer tests.  The 

common engineering approach to hydraulic testing is the use of fixed-interval lengths, where a 

set of packers is moved over consecutive intervals along the entire length of a hole.  Unless the 

conductive fracture spacing is small compared to the packer interval, some of the tests yield no 

flow, or at least flow below the limit of measurement.  Snow (1968) assumed that the spacing 
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was random, or caused by a Poisson process, from which he could derive a relationship of 

conductive fracture spacing, l , from the fraction of no-flow tests, 0QP = that was a function of the 

packer spacing, b , to give  

0ln QP
l

b
== −

. 

Having worked out the spacing of conductive fractures, Snow went on to develop estimators for 

the moments of a lognormal distribution of single-fracture transmissivities.  He applied this 

approach to large databases of packer tests from US Army Corps of Engineers dam projects.  

This basic approach has been extended by Osnes (et al. 1988) and West (et al., 2006).   

Perhaps the most extensive data sets of fracture transmissivities come from the Swedish 

radioactive waste research and siting programs.  Fransson (2002) followed Snow’s approach 

applying it to a large data base from Sweden’s Äspö Hard Rock Laboratory using a non-

parametric approach that was not tied to a specific type of probability function.  The 

hydrogeologic characterisations have used both detailed packer testing and flow logging, which 

could resolve transmissivities of single fractures.  The analyses treat fracture transmissivity as a 

lognormal variable, with mean values that are depth dependent (Rhén, 2007).  Like fracture 

size, power-law distributions also can be fit to aperture and transmissivity data (Barton and 

Zoback, 1990). 

A.3.6 Permeability Tensors and Stochastic Approaches to Equivalent Porous 
Media 

One of the long-term goals of stochastic characterisation has been the development of up-

scaled hydraulic properties from detailed descriptions of fracture geometric and hydraulic 

properties.  Snow attempted to build permeability tensors for detailed aperture and orientation 

data (Bianchi and Snow, 1968).  The development of permeability tensors using Snow’s 

approach was an early goal of the Stripa Project in the late 1970’s.  The most widely applied 

method for using detailed data to build a permeability tensor is the Oda method (Oda, 1984), 

which weights the fracture’s properties (such as orientation, aperture, and transmissivity) by the 

area of the fracture to determine its contribution to the tensor as a whole. 
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Fracture network models were developed partly to solve the same upscaling problem.  Building 

a stochastic model involves several Monte Carlo steps, where a Monte Carlo model is one that 

assigns properties by randomly sampling the cumulative form of the property’s probability 

density function.  The specific steps Long et al. (1982) used were: 

 select a number of random points in a two-dimensional area; 

 at each point randomly create a line in a direction sampled from an orientation 
distribution for a specific fracture set; 

 truncate the line to a length sampled from a length distribution; 

 assign an aperture sampled from an aperture distribution; and 

 repeat these steps for additional fracture sets. 

Long then used this model to calculate equivalent permeabilities by turning the fractures into a 

network of one-dimensional finite-elements and determining the flow rate across the model for 

given head gradient.  The anisotropic equivalent porous medium properties were determined by 

rotating the boundaries to force flow across the network in different directions. 

Recognizing that this model is one possible “reality” that reproduces the statistics of the fracture 

network, one would create additional realisations to develop some statistical measures of the 

resulting permeability tensor values. 

A.3.7 Lessons from Fracture Statistics 

The discrete fracture network (DFN) model is the logical tool that comes from detailed studies of 

fracture geometry and property variability.  In principle, DFN models, which are discussed 

further as simulation tools in the modeling section, could be the ultimate tool for simulating 

fracture networks; however, the approach has its critics. 

Among the criticisms of the DFN approach is that its data requirements are too great for the 

approach to be practical (Neuman, 2005).  The practical use of DFN models is discussed later 

in this report, but whether or not a DFN model should be used, fracture statistical studies 

provide important insights to the challenges of working in these media. 
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The most important lesson comes from the skewed probability density functions that describe 

the elements that are most critical to flow and transport.  Whether the best choice of distribution 

is lognormal, gamma, exponential, or power law, the distribution will be one that is highly 

skewed towards fractures that are contributing the least to flow and transport. Length, aperture, 

and transmissivity, are properties where a small number of fractures – the longest, most 

transmissive, and most open – control the flow in a network.  The rule of thumb that 10% of 

fractures control 90% of the flow is a direct consequence of these distributions. 

This is not to say that the mass of fractures in the lower 90% of the population can be ignored.  

These fractures may serve as a diffusive volume, and they may be the major portion of the 

storage.  This section has not discussed percolation theory, which looks at critical intensities of 

fractures needed to create continuous networks, but networks where the larger fracture are not 

connected will be controlled by the smaller fractures. 

To summarize, the skewness of fracture distributions has several very important implications:  

 Most fractures are relatively small.  

 Most fractures are relatively non-conductive. 

  The fractures that are usually responsible for most of the flow and transport are 
a small portion of the fracture population in the tail of a skewed probability 
distribution.  Identifying this portion of the population is a key goal of site 
characterisation. 

  If size and conductivity correlate, which is a reasonable assumption, a relatively 
small number of large and conductive fractures will likely dominate the hydraulic 
behaviour of a fracture network. 
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A.4 Transport Processes in Fractured Rock 

Solute movement in a single fracture is a useful starting point for a discussion of contaminant 

transport in fractured rock.  The basic conceptualisation (Tang et al., 1981; Sudicky and Frind, 

1982) considers a set of fractures parallel with constant aperture and constant spacing (Figure 

A-10).  Maloszewski and Zuber (1990, 1993), extends these concepts to tracer test analysis 

using what they call the SFDM, or Single Fracture Dispersion Model. 

A hydraulic gradient acts along this fracture set, with equal fluxes moving in parallel through the 

network. 

The coupled equation describing solute movement is: 

2
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Which can be simply stated as the change in solute concentration with time,
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describes advection, which is simply solute being carried along with water 

flowing in the fracture.  Water moves in the fracture with a velocity, v , consistent 
with the flow rate divided by the aperture and a unit width, w ,  or v q ew= .  

Advection simply means solute flows with the water moving in the fracture at that 
fracture’s average velocity.  The retardation term , R , accounts for the solute’s 
chemical interaction with materials on the fracture’s surface. 
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x
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is the dispersive term, which accounts for variations in velocity due to the 

roughness and aperture variability of the fracture.  With water moving at different 
velocities in different parts of the fracture, the solute spreads with distance along 

the flow path.   The hydrodynamic dispersion coefficient, fD  lumps the effects of 

this velocity variability into a single term.  The R term acknowledges that sorption 
on fracture surfaces also affects dispersion. 
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 cλ  represents radioactive decay with a half life of λ , but this term can represent 
any process that causes the composition of a solute to change with time, for 
example, by biologic activity. 
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 reflects the exchange of tracer mass from the fracture into the 

porous matrix by matrix diffusion.  D′ is an effective diffusivity that describes the 
solute’s depth and rate of penetration into a rock with a porosity, mθ .  D′ is 

related to the free-water diffusivity (what one observes in the spreading of a drop 
of dye in a glass of water) by a tortuosity factor that accounts for the fact that a 
diffusing molecule does not travel in a straight line from the fracture into the 
matrix, but has to work its way around and through pores.  The tortuosity factor is 
typically 0.1. 

A.4.1.1 Retardation 

Retardation refers to any property that slows or retards the velocity of the solute relative to the 

advective velocity.  Retardation is a consequence of two separate effects; sorption and matrix 

diffusion.  Sorption is a term that describes all the chemical interactions between a solute in the 

water and the solid surfaces in the rock.  Some examples of chemical interactions are cation 

exchange in clays, where a one cation, like a metal, replaces another cation in the clay 

structure, or a biological reaction where an organic solute is consumed or transformed by 

bacteria.  These reactions happen on the surfaces of the fractures as well on the surfaces of 

pores in the matrix.  For transport calculations chemical interactions are often lumped into a 

single “distribution coefficient” that is a function of either area, AK , for a fracture surface, or 

volume, DK ,  for the matrix.  Although both fracture surfaces and matrix pore surfaces may 

have similar reactivity with solutes, the matrix will generally have a much stronger potential for 

retardation because of its much larger surface area, provided there is a mechanism for moving 

solutes from the fractures into the matrix.  This mechanism is matrix diffusion, which is 

discussed later.  

A.4.1.2 Dispersion  

Groundwater does not move at a single velocity in a flow system.  Even in a perfect parallel-

plate fracture, the velocity theoretically has a parabolic profile.  The addition of aperture 
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variations and channeling means that there is a spectrum of velocities in a single fracture.  At a 

larger scale, the fractures of the network further vary in their transmissivity properties.  A lump of 

solute introduced at a single source point will arrive dispersed over time to an extent that 

depends on the fluxes and velocities of all the connected pathways between the points of entry 

and exit.  The consequence of this velocity variability is the spreading, or dispersion, of the 

solute both in the direction of flow, longitudinal dispersion, and perpendicular to the direction of 

flow, or lateral dispersion.  Longitudinal dispersion values come from tracer tests and 

observation of contaminant plumes.  Lateral dispersion is seldom measured except by back-

calculation of observed plumes.  Dispersion is not the measure of a material property, but rather 

the measure of a complex process that usually has significant scale effects on its value. 

Dispersion occurs in both fractured and porous media, but in fractured media, dispersion will 

have some constraint due to the fact that advective flow is confined to the fracture pathways.  

Hence, the plume that dispersion creates in a fractured rock will track the fracture network in the 

same way that advection follows the network.  A calculation or numerical simulator that could 

incorporate all the heterogeneous properties of the flow paths and know the velocity at all points 

in the rock would reproduce the spreading behaviours of solute transport.  But this level of 

knowledge is never achieved, hence calculations and numerical models use a hydrodynamic 

dispersion coefficient that works like diffusion to create dispersive behaviour. 
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Figure A-10.  Matrix diffusion in parallel fractures with uniform spacing and aperture. 

 

A.4.2 Further Considerations on Matrix Diffusion 

Matrix diffusion is perhaps the most important single retardation process for transport in 

fractured rocks.  It is the result of the random, Brownian, motion of solute molecules that move 

mass into any water-filled pore space that is connected to the groundwater pathway.   

A particle of solute that is moving in the advective stream of a fracture may move into any matrix 

pore that is in contact with the fracture.  From there, the particle may move back into the 

fracture and continue its advective journey.  Or, with equal probability, it may move further into 

the matrix, if there is more connected volume further away from the fracture surface.  Thus there 

is a diffusive mass exchange continually occurring in both directions between the porosity of the 

flowing fracture and the porosity of the rock matrix. 

The pore space that is available for diffusive storage includes any water that is moving slower 

than the main advective streams, or not flowing at all.  Although most reference is to porous 

matrix, damage zones around fractures and faults in hard, crystalline rock can also have 
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significant matrix diffusion potential (Neretnieks, 1980; Birgersson and Neretnieks, 1990).  A 

significant component of the safety assessments for radioactive waste sites comes from matrix 

diffusion.   

The direction and the rate of fracture-matrix exchange depend on the relative concentrations of 

the solute in the fracture and the matrix as well as the amount of surface area available for this 

interaction.  Although the diffusion process can be modeled mathematically as though it were 

“driven” by a concentration gradient, particles still move randomly, and apparent direction and 

rate of diffusion is a consequence the uneven concentration of the particles. 

The net movement of mass due to diffusion is controlled by the diffusivity property of the solute 

in the liquid, D .  This is the “free-water” diffusivity, which is the spreading one sees when gently 

placing a drop of dye in a glass of still water.  Although the same processes are working in the 

porous matrix, the distance that a solute will diffuse into rock will be less than the distance it will 

diffuse in a mass of water, because the diffusion pathway in the rock is tortuous due to the 

structure of the pores.  In other words, the diffusion in the rock matrix does not follow a straight 

line.  The apparent diffusivity, D′ , accounts for the tortuosity, having values that are typically an 

order of magnitude lower that the free-water diffusivities.   

Once a solute has diffused into the matrix, it may adsorb onto pore surfaces based on a 

retardation parameter, R′ .  The surface areas of matrix pores are many times greater than the 

surface areas of fractures, hence the fracture surface terms are often neglected in the presence 

of matrix with diffusion potential. 

Lipson (et al., 2005) point out four important implications of matrix diffusion: 

 The majority of the solute may be in matrix and not in the fractures; 

 The net rate of solute movement may be significantly less than that of the 
groundwater in the fractures; 

 Removal of contaminants from a system where matrix diffusion is operating will 
be controlled by diffusion rates, and potentially will be very slow; 

 Stationary, immiscible liquid (DNAPL) will disappear into the matrix at a rate 
controlled by its diffusion into matrix water and not fracture water (Parker, et al., 
1994, 1997).  This disappearance time depends on the dissolution rate of the 
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DNAPL, fracture aperture, matrix porosity, and fracture spacing (or matrix block 
size).  Disappearance time may be as little as days for large aperture fractures 
with a high porosity matrix. 

The effect of matrix diffusion on a contaminant’s velocity in groundwater water appears as a 

velocity that is retarded compared with the advective velocity in the fracture.  Sudicky and Frind 

(1988) relate the retarded velocity, Av , to the advective velocity, v , by 

A
vv
β

=
 

β  is a retardation factor taking into account the diffusion process along with a matrix block 

geometry term and a solute decay term with a half life, 1/2t , as the original motivation of the work 

involved radioactive solutes, hence: 

Retardation factor: 

1/2
1/2

1/2

( ) tanh( )

2

m R D
e R

θβ σλ
λ

′ ′
=

 

Matrix block geometry facture: 

1/2

2
R eB
D

σ
′   = −   ′    , and 

Solute decay factor: 

1/2

ln 2
t

λ =
. 

This expression can be developed for various different geometries of fractures and matrix 

blocks, which petroleum engineers call the σ factor.  This case assumes parallel fractures with 

a spacing of 2B .   The next fracture also is carrying the same solute, which is diffusing into the 

matrix from the other side of the block.  Given this symmetry, the solution uses half of the 
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fracture, 2e , and half the block thickness.  The capacity of rock to store diffused solute is not 

infinite, but it might be very big.  The block geometry factor relates to this capacity. 

The retarded velocity of a solute is sufficiently important that its simplifications are worth 

consideration.  An actual fracture network will not have uniformly open fractures with constant 

spacing.  Rather, one may expect the major portion of a solute may be carried in a few larger 

aperture fractures, which will have a larger spacing than the average value of all fractures.  The 

matrix diffusion of such a system would act as if it had much larger or infinite blocks, at least 

early in its exposure time to a solute.   The other important conceptual model is one of a zone of 

porous rock around a fracture.  This case appears in non-porous rock, such as plutonic or 

metamorphic rocks, where a shear fracture or fault may have a zone of enhanced porosity 

extending several millimetres to several centimetres or more.  In near surface environments, 

weathering will also create porous zones around conducting fractures.  For these cases, the B

value is the thickness of one side of the fracture.   

Like credit-card debt, matrix diffusion sometimes solves short-term problems to the detriment of 

long-term ones.   Matrix porosity may act as a persistent reservoir that can slowly release 

contaminants long after a site has been otherwise cleaned up.  Matrix diffusion can confound 

pump-and-treat efforts, where the water appears to be clean, only to be re-contaminated by 

diffusion back from the matrix. 

The assessment of matrix diffusion can use general values of rock porosity if they are known.  

Observations of contaminants in cores of recovered rock are valuable especially if one can 

measure the penetration distance from fractures and the contamination history is known.  Tracer 

tests in a rock where matrix diffusion is active will create characteristic diffusive tails (Haggerty 

et al., 2001).  Employing multiple tracers with different free-water diffusivities helps to confirm 

matrix diffusion if the tracers are retarded in proportion to the difference of their diffusivity 

values.  Meigs and Beauheim (2001) used this approach to assess matrix diffusion in a porous 

carbonate rock, as did Andersson (et al., 2004) on shear features in Swedish granite.  The 

same tracer-test approach at the US Geological Survey’s Mirror Lake site, produced diffusive-

like tails to breakthrough results without a separation of the tracers according to their free-water 

diffusivities.  This observation led Becker et al. (2000) to conclude that dispersive processes 
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could produce diffusive-like tails, hence long tails on breakthrough curves are not, by 

themselves, proof of matrix diffusion. 

An assessment of matrix diffusion in the laboratory may be less expensive than a field-scale 

tracer test.   If the tests show matrix diffusion is not significant, one saves the cost of a tracer 

test.  Even if one does a tracer test, the laboratory measurements are very helpful for both 

assessing tracer tests and for performing scoping calculations of diffusion potential. 

Mineral coatings on fracture surfaces should be considered before assuming matrix diffusion is 

active.  Such deposits act may enhance the retardation of the fracture surface (Wels et al., 

1996) while limiting interactions between the fractures and the matrix (Thoma et al., 1992). 

A.5 Multiphase flow 

Multiphase flow is the most complex and least understood of all fracture flow phenomena.  Yet it 

is central to many key societal concerns including vadose zone groundwater, DNAPL transport, 

oil and gas production, and carbon sequestration.  The understanding of multiphase flow has 

advanced greatly over the past 20 years with research in theory, laboratory testing, and field 

experimentation.  Nonetheless, basic concepts are still evolving. 

Multiphase flow occurs when immiscible fluids or fluids and gases share the same porous 

medium.  For contaminant groundwater studies, multiphase effects appear in the vadose zone, 

where the phases are air, water, and immiscible non-aqueous phase liquids (NAPLs), and in the 

saturated zone, where flow involves water and NAPLs.   

While single phase groundwater flow is only concerned with viscous behaviours, multiphase 

flow involves additional gravitational forces through fluid density contrasts and capillary effects 

at the interfaces of the solid and liquid or gas phases.  Viscous effects become more 

complicated as the flow of each phase has a relative permeability that depends on its share of 

the pore volume (saturation) and its own density and viscosity. 

Two main variables govern multiphase behaviour: 
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 The driving and resisting forces, specifically buoyant gravity forces deriving from 
density contracts, capillary forces acting at solid surfaces where phases meet, 
and viscous forces, which vary with the saturation percentages of the phases. 

 Fracture network geometry, especially fracture dip and continuity of flow paths in 
the direction of buoyant flow. Unlike porous media, where gravity works vertically, 
the effect of gravity on a single fracture depends on the fracture’s dip angle.  

The importance of the different forces is a function of fracture aperture and fracture dip.  

Capillary forces are the dominant concern in fractures with smaller apertures, while gravity 

dominates in larger aperture fractures, where capillary forces disappear.   Viscous forces 

operate alongside capillary and gravity effects over intermediate aperture ranges.  In a rock with 

variable fracture apertures, different portions of the fractures or even different portions of the 

same fracture may be dominated by different forces. 

The bulk of multiphase flow theory concentrates Darcian flow with capillary effects, drawing on 

Richards adaptation of the equations of saturated water flow in terms of vertical elevation, z , 

and the replacement of total head based on pressure head, h zψ= + , and conductive 

properties that are functions of saturation, θ  (Jury et al., 1992) 

( ) 1K
t z z
θ ψθ ∂ ∂ ∂ = +  ∂ ∂ ∂   . 

This approach appears to work best for smaller aperture fractures where capillary and viscous 

forces control flow.   

Laboratory experiments on multiphase flow in fractures over the past twenty years (Fourar et al., 

1993; Persoff and Pruess, 1995; Tokunaga and Wan, 1997; Su et al., 1999; Glass and 

Yarrington, 2003) have produced results wide range of unexpected and often perplexing results 

that may not be compatible with Richards’s equation or Darcy flow.  These involve various forms 

and combinations of fingering flows, blob flows, drop flows, and film flows.  Field experiments 

(Fabyshenko, 2000a) show intermittent flow and changing pathways that may be considered 

mathematically chaotic (Fabyshenko, 2000b).   
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The scientific community is still developing a flow theory, or set of theories to encompass these 

behaviours.  They appear to occur mainly in larger aperture fractures where gravity is the 

dominant force or in systems that have mixed regions of capillary, viscous, and gravity effects 

(Ghezzahei, 2004).  They are a significant concern for contaminant transport prediction, as 

these processes often result in exceptionally rapid flows and large fluxes.  

This discussion of multiphase flow addresses separately capillary dominated systems and 

gravity dominated systems.  The section concludes with a discussion of possible delineations 

between the capillary and gravity dominated regimes, as well as the influence of fracture-

network geometry. 

Or (2008) has made some initial efforts to define the conditions where different flow regimes 

may act as well as the conditions that define the limits of Richards equation.   

A.5.1 Capillary Dominated Systems in Smaller Aperture Fractures 

Capillary effects derive their energy from the chemical interactions of solid surfaces with fluids 

and gases.  Solids, which overall have a neutral charge balance often have an imbalance on 

their surfaces.  These surface charges will attract or repel liquids depending on their 

compatibility with the solid’s surface.  When two fluids form an interface at a solid surface, the 

surface will preferentially attract one fluid over the other, where the “wetting” fluid is the more 

attractive and the “non-wetting” fluid is less so. 

Besides the classic capillary tube, another method of studying capillary forces is the Wilhelmy 

plate (Hiemetz and Rajagopalan, 1997, Ch. 6), which can be an analog for a fracture surface.  

The method uses a thin plate that hangs on a balance.  A meniscus, which may be either 

oriented up or down, forms at the intersection of the plate and the liquid.  The imbalance when 

the plate contacts the liquid is a measure of the surface tension, σ , which is measured in units 

of force per length.  This tension acts on the plate with a contact angle, θ , that reflects the 

strength of the wetting behaviour.  The net force acting on the plate is cosσ θ .  The plate sees 

sum of the forces on the both sides, or 2 cos Lσ θ where L is the plate’s length, assuming a 

negligible thickness (Figure A-11).   



March 2010 A-37  Project No. 0814360101 

 

   

 

If we introduce a second plate into the same liquid at an appreciable distance from the first, the 

second plate will have a similar meniscus and the fluid surface between the plates will be flat.  If 

we move the plates close together, the menisci of the two plates will interact drawing liquid into 

the space between the two plates, if the liquid is wetting.   

The region between the plates is similar to a fracture with an aperture, e , where capillary forces 

will draw a wetting fluid (or repel a non-wetting fluid) between the plates.  The height, ,h  that 

balances the weight of the liquid and the capillary force is  

2 cosh
ge

σ θ
ρ

=
. 

This is identical to the equation for fluid rise in a capillary tube with the substitution of aperture 

for tube radius.  
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Figure A-11. Capillary tube and capillary pressure between parallel plates. 

 

A.5.2 Capillary Entry Pressure 

The capillary plate equations directly apply to the problem of DNAPL entry into a groundwater 

flow system.  Kueper and McWhorter (1990) describe this problem, as one where DNAPL 

migrates through the vadose zone and water-saturated soil to the top of bedrock (Figure A-12).    

The pore throats of the soil are assumed to be large enough that the DNAPL will freely migrate 

to the top of the bedrock without capillary effects in the soil.  On reaching the bedrock, the 

DNAPL will form a pool if it is unable to enter the fractures or pores of the rock. 
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At the intersections of fractures with the rock surface, the higher density of the DNAPL creates a 

gravitational force that acts on its contact with the water.  As water is likely the wetting fluid, it 

resists the entry of the DNAPL with a capillary force at the interface given by: 

2 cos
EP

e
σ θ

=
. 

The depth of a DNAPL pool or vertical height, DNAPLh , to create this pressure is 

2 cos
cos( )DNAPL

DNPAL w

h
ge

σ θ
ρ ρ

=
−     . 

The effect is fracture dip is very important in multiphase flow.  As flow is largely confined to 

fractures, gravity will act with the sine of the dip angle, ϕ  , from a maximum in vertical fractures 

to zero on horizontal fractures.  Similarly the length of a DNAPL lens needed to create a 

sufficient pressure for entry will increase by 1/ cosϕ  as fracture dip angles become shallower.   

Figure A-12. Capillary entry effects for ponded DNAPL. 
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Even after a DNAPL pond breaks through to bedrock fractures, its continued downward 

migration may be arrested by smaller aperture fractures or on fractures with decreasing dip. The 

relationships of dip and entry pressure were supported experimentally using laboratory tests on 

a pair of fractures in limestone by Longino and Kueper (1999).  They also related the 

mobilisation and migration of a DNAPL to relationships of the capillary, viscous, and gravity 

forces (Bond number and capillary number) discussed further below. 

Fracture dip also affects the gradients driving fluid flow in the unsaturated zone and saturated 

multiphase flow.  The dip of the fracture constrains flow to move in the fracture plane in the 

direction of dip.  Although the global hydraulic gradient is vertically downward, the gradient in 

the fracture plane will be 1/ sinα .  Within horizontal fractures, gravity effects essentially 

disappear.   

In fracture networks, gravity will drive flow in the dip directions of fractures.  The vertical 

continuity of flow will depend on the existence of pathways that are continuous along fractures 

with sufficient dip to allow gravity to work.  A preferred dip angle direction will move fluid 

preferably in that dip direction (Doe, 2001).  A network may have vertical dead ends, or regions 

of horizontal dip where density-driven flows may stagnate creating local pools much like 

perched water systems in the unsaturated zone.  This may remain stagnant (1) until they fill to a 

“tipping” point in the network where a vertical pathway continues or (2) until the height of the 

non-wetting phase column to create pressure gradients along shallow dipping fractures (Figure 

A-14). 

The role of capillary pressure varies with the levels of non-wetting phase and wetting phase 

fluids.  Capillary forces drive wetting fluids to occupy the smaller aperture fractures and the 

smaller aperture portions of heterogeneous fractures.  Conversely, non-wetting fluids will be 

confined to the larger aperture spaces.  The flow behaviours of fractures depend on the 

saturations of the wetting and non-wetting phases as well as the variability of fracture aperture 

the range of the variability, and the structure or pattern of the variability.  As the saturation of the 

non-wetting phase increases, the regions it occupies will expand from the largest apertures into 

smaller apertures.  The flow capacity for the non-wetting phase will increase as the continuity of 
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phase occupancy increases.  The wetting phase, being confined to the regions of aperture 

regions, may become immobilized if the regions it occupies lose continuity. 

As the wetting phase increases its saturation, non-wetting liquids may similarly become isolated; 

however, they will occupy the largest aperture regions, thus diverting the wetting phase from the 

parts of the fracture with the highest intrinsic permeability.  These behaviours depend, of 

course, what the largest and smallest apertures are in individual fractures or within fractures and 

whether or not the larger apertures form channels.  A large aperture channel may be particularly 

conductive to a non-wetting fluid, if the channel’s aperture is large enough that capillary forces 

are negligible. 

Aperture is a critical issue for multiphase flow and predicting DNAPL invasion.  The wall 

separation of a fracture and heterogeneity of aperture with the fracture controls the capillary 

pressures.  Currently, other than back calculating aperture, such as from the observed depth of 

a DNAPL pool, the main means of getting aperture data from the field is from transmissivity data 

using the cubic law.  The capillary issue of aperture mirrors the discussion of transport aperture, 

except that underestimating aperture for advective velocity is a conservative error that 

overestimates velocity, while underestimating aperture for capillary pressure will predict a 

capillary immobilisation that may be in error. 

The focus of this discussion has mainly been DNAPL; however, it should be noted that similar 

capillary issues exist with LNAPLs, especially where changes in groundwater level may trap 

LNAPL’s and prevent them from rising (Hardisty et al., 2003).   

A.5.3 Viscous Effects 

Viscous effects also play a role for apertures ranges that lie between the gravity and capillary 

regimes.  Where two phases are present, the flux of each phase will depend on its saturation, or 

the portion of fracture volume occupied by that phase.  The relationships of permeability to 

saturation are expressed in relative permeability curves, which are plots of each phase’s 

permeability versus its saturation.  Note that multiphase flow usually requires the use of intrinsic 

permeability rather than hydraulic conductivity as the phases usually have different viscosities 

and densities.   
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The simplest relative permeability curves are so-called “straight-line” curves, where each phase 

has a permeability that is linear function of saturation from 0 to 100 percent.  The straight-line 

relationship implies that the two phases do not interfere with one another, which will usually be 

the case in larger aperture fractures.  As apertures become smaller, and as capillary effects 

begin to have a role, the relative permeability relationships take on curvatures that reflect 

increasing interference between the two phases, as well as curves that may go to zero 

permeability at phase saturations above zero, where a phase becomes immobile. 

A.5.4 Flow in Larger Aperture Fractures: Gravity versus Capillarity and Viscosity 

At very large fracture apertures, capillary forces across fracture walls are reduced, and even 

viscous effects may become weak.  Using a simple salad dressing as an example, the vinegar 

one pours into the oil flows directly to the bottom of the cruet.   While such aperture conditions 

may seem extreme, they are most likely to occur near the surface where exfoliation jointing, 

slope deformations, or dissolution and weathering have enhanced the apertures of fractures.   

While an exact aperture number is difficult to specify it may on the order of 100’s of microns to a 

few millimetres.   

Ghezzehei (2004) notes that the multiphase flows in very large fractures have distinct modes 

that depend on the flux that is available to sustain them.  Unlike lower permeability materials, 

large aperture fractures may have flow capacities that exceed infiltration rates.  The most 

important regimes of flow are in increasing order of flux rate: 

 Flow of adsorbed films (Or and Tuller, 2000); 

 Flow of sliding drops (Su et al., 1999; Doe, 2001); 

 Rivulet flow; 

 Stable film flow (Tokunaga and Wan, 2001; Dragila and Wheatcraft, 2001); and 

 Unstable (turbulent) film flow. 

Figure A-13 illustrates films, rivulets and drops.  Film flow, and especially unstable film flows can 

support fluxes that exceed even the cubic law, which is sensible given that there is only one wall 

of resistance instead of two.  Sustaining film flows requires a large fluid source that may not 

exist except in intermittent events, like large storms.  At lower fluxes, the film becomes 
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discontinuous, breaking up in to rivulets, and at lower rates than that, the flow moves as 

discontinuous drops, much like those on a car windshield.  Capillary forces hold the drop to the 

surface in an immobile state until the mass of the drop becomes large enough move the drop by 

gravity, at which point it may move very quickly.   Such drops will typically lose mass on their 

trailing edges, and eventually coming under the control of capillary forces until they see a new 

charge of mass.  Ghezzehei (2004) proposes a relationship between flux and contact angle as a 

control on the flow regime. 

Another view of flow regimes relates intermittency and front stability to the relative strengths of 

gravity, viscous and capillary forces (Or, 2008).  Intermittency is the observation of flow that 

occurs in pulses, sometimes on pathways that move with each event (Faybishenko, 2000b).  

Stability refers to whether displacement fronts of the invading phase are uniform or break into 

fingers, of either a capillary or viscous sort.  The onset of some of these non-Darcian behaviours 

may indicate the limits of applicability for Richards’s equation and its underlying concepts. 

Or (2008) relates these flow phenomena to two useful dimensionless numbers:  

 The Bond number  (Bo), which expresses the relative importance of gravitational 

to capillary forces or 
2

o
geB ρ

σ
∆

= , and  

 The Capillary Number, which is relative importance of viscous to capillary forces 
vCa µ

ρσ
= where g is dynamic viscosity, and v  is mean fluid velocity.  In terms of 

aperture, this can also be given as  
QiCa

ew
µ

ρσ
=    where Q is a flux,  i  is 

hydraulic gradient and w  is a unit width of a fracture flow path.  e  should be 
transport aperture, the value equivalent to effective porosity that relates flux to 
velocity. 

 A generalized Bond Number, *Bo Bo Ca= − , Or suggests, may define the limits 

of Richards equation’s applicability, specifically a critical value of 0.05, which is 
roughly equivalent to pore sizes or apertures on the order of 600 microns. 



March 2010 A-44  Project No. 0814360101 

 

   

 

Figure A-13.  Flow processes in larger aperture fractures (one fracture wall shown). 

 

 

 

A.5.5 Multiphase Effects in Local Groundwater Flow Systems 

This discussion so far has mainly considered either DNAPL or air-water systems.   

Hydraulic gradients with strong upward or downward gradients may also enhance or impede the 

movements of immiscible fluids that are gravity-driven (Chown et al., 1997).  A vertical hydraulic 

gradient will arrest NAPL movement when it runs counter to the direction of density-driven flow 

and exceeds in magnitude (Chown et al., 1997): 
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Moving from a single fracture to a fracture network introduces complications of connectivity and 

dip-variability along a flow path.  For density driven flow to travel vertically a pathway must be 

continuously vertical, either going down for DNAPL or up for LNAPL.  If the pathway does not 

have this continuity, the gravity-driven fluid will be trapped, and accumulate in a pool until the 

pool reaches a length where it will find another vertically continuous path (Figure A-14). 

Film Flows Rivulet Flows Drop Flows

Increasing Fluid Supply
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The selection of aperture values for evaluating NAPL mobility must be done with great care to 

avoid overestimating immobilisation effects.   The earlier discussion of aperture types made the 

case that aperture can vary greatly depending on whether it is based on flow, transport, or 

storage.  The cubic law presupposes ideal, smooth fracture surfaces, when it calculates 

aperture from transmissivity values, which are flow-based.  Actual fractures are rough-surfaced 

with wall separations that are likely to be larger the cubic law values, possibly considerably so.  

The capillary pressure increases inversely with aperture, hence an underestimate of the 

aperture will likely lead to an over-prediction of capillary forces and an overestimate of the 

fracture’s potential for NAPL immobilization.  

 

Figure A-14.  Effect of fracture dip and continuity on gravity flow. 

 

 

A.5.6 NAPL Disappearance Time 

The previous section described how capillary forces at the interface of a solid and two liquids 

prevents non-wetting liquids from entering smaller-sized pore spaces, whether fracture or 

matrix.  Liquids that are moving under gravitational density effects can also be trapped by the 

geometry of the fracture network, wherever a fracture path is not continuously moving up or 

down with the direction density effects want to move it.  Once immobilized these liquids form 

single-liquid pools. 
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Thus immobilized, NAPL’s begin to dissolve into the water and move into the matrix pores by 

diffusion, as discussed above. This may occur in any porous rock, even crystalline rocks like 

granite.  Once in the pores space, the solutes may be further retarded in their motions by 

chemical interactions in materials, especially organics, in the pores and on the more surfaces.  

The dissolved materials then may diffuse into the matrix pore space.   

As shown in Figure A-15 this process proceeds in three stages – an early stage when NAPL 

pool forms, an intermediate stage when dissolution has reduced the NAPL mass and broken it 

into discontinuous segments, and a third stage when the NAPL has entirely dissolved and 

diffused into the matrix. 

Parker (et al., 1994 and et al., 1997) developed the mathematics to describe these 

simultaneous dissolution and diffusion processes.   Her approach couples a one-dimensional 

solute-diffusion equation with the NAPL dissolution rate to obtain the total mass, tM , that has 

dissolved and diffused into the matrix over a the two surfaces of unit area of fracture at an 

elapsed time, t , is: 

( )1/24
πt m w mM S RD tϕ=

 

where wS is the solubility of the NAPL in water.   The mass of a fluid contained in this unit area, 

A , of fracture is the fluid’s density, NAPLρ , divided by the aperture, hence the NAPL pool is 

gone when tM  reaches the total fluid mass of inside the fracture,  or NAPL
t

S
M e A

ρ=   .  In a 

small departure from Parker, we specify this aperture as the storage aperture, Se .   A sight 

rearrangement produces the time when the NAPL will be gone, or, 
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=  

  . 

Recalling the earlier discussion of aperture types, which made the case for distinguishing the 

aperture values for flow (hydraulic aperture), velocity (transport aperture), and fracture volume 

(storage aperture).   These values may differ from one another by more than an order of 
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magnitude, where storage aperture tends to have the largest value, and hydraulic aperture, 

when based on ideal parallel plates, tends to have the smallest.  Thus, using the hydraulic 

aperture, calculated from the cubic law, may underestimate the storage volume in the fracture 

and lead to a calculated disappearance time that is biased towards faster depletion. 

Parker’s (et al., 1997) second paper on this topic extended the analysis to consider matrix 

blocks, which are surrounded by fracture rather than a single fracture surrounded by infinite 

matrix.  Finite-sized matrix block put a limit on the accessible matrix storage.  Multiple releases 

of NAPL to a fractured bedrock may exceed the matrix’s storage capacity, and with the excess 

going to reforming NAPL pools. 

The conceptual model for finite blocks follows that of classic dual porosity flow by assuming 

block-bounding fractures are regularly-spaced with constant fracture properties.  Cubic blocks 

are a special case where the fracture spacing is the same in three, orthogonal directions. The 

model accommodates unequal fracture spacings using a shape factor to account for different 

spacing cases.  Petroleum engineers use this same approach for dual porosity flow rather than 

solute diffusion; however, as both are based on one-dimensional diffusion equations. 

Figure A-15. Disappearance of immobile DNAPL by dissolution. 
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B-  FRACTURED BEDROCK CHARACTERIZATION METHODS 

B.1 Geological Characterization 

Not all fractures are important for groundwater, and many aspects of the geology are not 

relevant to the groundwater conditions.  Nonetheless, the conducting features in bedrock are 

the product of geologic processes, and discovering the geologic controls on groundwater-

significant fractures is essential to a successful site assessment.   

The geologic settings of fracture flow systems are highly variable.  A pronounced plane of 

weakness in a rock, such as bedding in a shale or foliation in a schist, may be the main fracture 

control.  At another site, for example in a massive granite, exfoliation or sheet joints within a few 

meters of the surface may be a dominant control.  The dominate fractures in carbonate rocks, 

like limestones and marbles, are commonly solution-enhanced.  The depositional and cooling 

processes of volcanic rocks create distinctive fracture systems that must be taken into account 

in the conceptual model development.  In a rock that has been subjected to intense deformation 

from tectonic events, faults and fracture zones may be the dominating geologic features of a 

site. 

Once a geologically-based conceptual model is established, a range of geologic tools come into 

play including: 

 Desk Studies; 

 Remote sensing and lineament studies; 

 Geologic mapping of bedrock exposures; and 

 Geologic investigations in boreholes. 

B.1.1 Desk Studies 

The initial stage of any investigation program involves desk studies that synthesize what is 

known from the specific site and similar sites.  The study should draw on data from the same 

general region as the site and from analog geologic environments elsewhere.   Published 

studies along with the experience of geologists and hydrogeologists (as well as drillers), who 
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have worked in the area, are vital to forming the conceptual models that are the basis for all 

further work. 

B.1.2 Lineament Studies 

Fractures may express their geometric patterns on the earth’s surface, even when the bedrock 

has some thickness of cover.   Linear patterns in topography and vegetation are often 

detectable in air photos, satellite images, and other forms of remote sensing.  Until these linear 

features are ground-checked for their origin, they are called lineaments, but the existence of 

some relationship between lineaments and water-bearing features has been well established 

(Lattman and Parizek, 1964; Mabee et al., 1994; Sander, 2007).    

More recently, LIDAR, or laser-based topographic mapping has seen extensive applications at 

many scales from kilometres, using aircraft, to outcrop scales, using ground-based equipment 

(Nyborg et al., 2007).    The basis of LIDAR is the imaging of a surface by multiple reflections 

from a large number of points.  In forested areas, LIDAR has been particularly valuable as 

computer-based processing can sort the reflections and determine which are coming from the 

ground and which are coming from forest canopy. 

Lineament studies are particularly useful in glacially stripped terrains such as the Canadian 

Shield, where the topography is controlled by contrast of competent rock and weaker, linear 

fracture zones and faults (Gleeson and Novakowski, 2009).  Radioactive waste programs in 

Sweden have used such methods extensively (Nyborg et al., 2007; Rhén et al., 2007).  

Complementary aeromagnetic surveys have proven useful in siting studies for identifying 

conductive fractures based on the oxidation of magnetite.  The interaction of circulating 

groundwater with the walls of fracture zones transforms magnetic oxides of iron to non-magnetic 

forms, creating linear anomalies with low magnetic responses.  

Vegetation patterns also may follow fracture zones (Muldoon and Bradbury, 2003, 2005).  

Fracture-controlled lineaments may be wetter than surrounding rocks due to a higher underlying 

hydraulic conductivity and a lower elevation which concentrates groundwater discharge.  

Mineralisation in fracture zones along with preferential weathering also creates contrasting 

chemical conditions which may encourage one form of vegetation over another. 
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The presence of a feature in a lineament map does not assure its significance to a site’s 

hydraulic behaviour as demonstrated by correlation studies of underground flows to tunnels 

where there are projections of surface lineaments.  Mabee et al. (2002) compared projections of 

38 lineaments to an underlying, 28-km water supply tunnel in basement rock.  Of the nineteen 

flowing zones in the tunnel, thirteen coincided with surface lineaments while six had no feature 

expressing itself at the surface.  Both Mabee’s study and a similar one in Norway (Banks et al., 

1992) found may of the mapped features were faults but were not hydraulically significant due to 

clay fault gouge.   Not all fracture zones will have surface expressions, as some linear features 

may have non-geologic origins or not be hydraulically active.  Suspected features need to be 

checked by ground investigations.  Nonetheless, lineament studies are an important part of an 

initial characterization of a potentially fractured site.    

B.1.3 Fracture and Fault Mapping 

Although is it is difficult to estimate hydraulic properties without a direct measure of flow, the 

direct observation of fractures is an essential component of fractured bedrock investigations.  

We address first the use of rock exposures, which may be natural outcrops, excavations for 

construction purposes, or the exposure of bedrock by stripping of the shallow soil cover.  

Fracture mapping of rock exposures provides data that cannot be obtained in boreholes like 

fracture size and termination relationships as well providing a look at how other properties like 

aperture and fracture coatings vary along a fracture’s length.  Furthermore, the outcrop view 

provides a good sense of the architecture of the fracture network. 

Fractures in surface exposures are often not representative of conditions at depth even a few 

tens of meters below the surface.  They are likely to be enhanced and altered by mechanical 

and chemical weathering.  Geomechanical effects can create very open fractures through slope 

movements that dilate fractures and exfoliation fractures that form by stress relief close to rock 

faces (Figure A-1).  Nonetheless, near-surface fractures are often the most important for 

contaminant investigations for the following reasons: 

 The surface is a common location for contaminant release, hence near surface 
fractures are often where contaminants enter the bedrock; and 

 Near surface fractures may form their own hydro-geologic domain with distinct 
properties that derive from weathering. 
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Geologic mapping of fractures and fault zones is a well established component of fractured rock 

site investigations.  Where rock exposures are present, fracture mapping provides information 

on the locations of specific features that may have hydraulic significance.  Mapping also 

provides a basis for geometric descriptions of the fracture network geometry including 

orientation, set identification, fracture intensity, termination relationships, fracture size, 

roughness and planarity, and fillings and coatings.   

A geologic reconnaissance of surface exposures can teach much about a fracture network.  In 

particular, a survey of outcrops should note any features of fractures that suggest past of 

present groundwater activity such as: 

 Observations of water recharge or discharge; 

 Weathering or alteration halos and their depths; 

 Visual assessment of matrix porosity, such as apparent porosity or friability 
versus high degrees of cementation; alteration haloes also provide evidence of 
past matrix diffusion; 

 Thickness, alteration, and structure within faults or minor deformation zones; 

 Open fractures and any fractures that appear to control opening; 

 Relationships of fractures to other geologic features, such as bedding or foliation; 
and 

 Any indicators of fractures that have particular hydraulic significance. 

A more quantitative assessment of fractures may be warranted, particularly if data will be used 

in building fracture network models.  Fracture scanline mapping lays out measurement lines 

along outcrops and records the properties of fractures that intersect the line, such as: 

 Fracture orientation; 

 Fracture location on the line (for intensity determination); 

 Fracture length including how the fractures end (terminated in rock, terminated 
against other fractures, or indeterminate due to the extent of the exposure); 

 Fracture opening (may be qualitative); 

 Fracture coatings or fillings; and 
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 Other indicators of hydrologic activity. 

Procedures for scan-line mapping appear in LaPointe and Hudson (1985) and Priest (1993).  

The International Society for Rock Mechanics (1978) has also published guidelines for fracture 

data collection.   In particular, the mapping programme must take biases of orientation and 

censoring into account by seeking exposures in multiple orientations and correction intensity 

data for the angle of intersection between fracture sets and the scan line (Baecher, 1983; 

Terzaghi, 1964). 

If there are bedrock pavements at a site or somewhere in similar rock, a fracture map of the 

surface will provide the same data as a scanline along with a better assessment of the spatial 

structure of the network.  Modern methods using photogrammetry and LIDAR can greatly 

improve the mapping efficiency using computer processing (Kemeny and Post, 2003; Tonon 

and Kottestette, 2006).  Computer-assisted fracture analysis has advanced greatly in recent 

years being driven by rock engineering needs for rapid assessments of rock slopes. 

There are a growing number of published studies using surface mapping data to develop 

hydrological conceptual models.  Mabee and Hardcastle (1997) integrated surface data with 

borehole fracture data, geophysical measurements, and hydrologic testing to show fracture 

filling controls that produced hydraulic barriers in a granitic research site.  Research on fractured 

sedimentary sites in the Gulf Islands has produced excellent examples of scan-line surveys to 

support groundwater flow modeling (Chesnaux et al., 2009).  Mapping work has shown that 

fractures vary according to hydrostructural domains with their own geometric and hydraulic 

properties (Surrette et al., 2007, 2008).  Scan-line data also supported the development 

upscaled fracture hydraulic properties in a Triassic sandstone in the UK (Hitchmough et al., 

2007). 

Geologists who are new to fracture mapping concentrate on orientation data to the expense of 

other information.  A fracture surface characterisation should include, even if qualitative, an 

estimate of spacing or intensity (corrected for orientation bias), apertures, fracture lengths, how 

fractures terminate, and notations any other geologic controls on the fracturing.  Coatings, 

fillings, and alteration information can give insights to transport.  For example, a rock that 

supports matrix diffusion will often display alteration haloes around fractures that have 

transported water.  Of course, direct observation of flowing water is very important to record. 
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The removal of contaminated overburden may provide direct access to bedrock surfaces for 

mapping.  In such cases, a key concern will be whether or not contaminants have entered the 

bedrock and close attention must be paid to open fractures and especially large aperture 

fractures.  Measurements for volatiles have been successful locating fractures that 

contaminants through shallow overburden (Vroblesky et al., 1996), and could be applied to 

fracture exposures as well.   

B.1.4 Borehole Studies 

Boreholes provide a necessary third dimensional view of the fracture network.  Geologic studies 

in boreholes give information on geometric factors such as intensity and orientation as well as 

showing how these characteristics change with depth.  Boreholes often provide the best view of 

faults and fracture zones, which may be covered and have poor exposures at the surface.   

The question of borehole orientation arises as vertical fractures or steeply dipping fractures are 

very important for movement of contaminants to groundwater.  Vertical holes, while usually the 

easiest and least expensive to drill, clearly are likely to miss features, which may have hydraulic 

significance.   Unless there is clear geologic evidence to show that horizontal features, like 

exfoliation or bedding fractures, dominate a site, strong consideration should be given to 

optimizing borehole orientations to intersect steeply dipping fractures.  Data that are collected to 

determine fracture intensity information, must design the drilling program to minimise orientation 

biases, and correct data for the biases that cannot be avoided (Terzaghi, 1964). 

Borehole drilling is an intrusive activity that may alter a groundwater flow system by injection of 

drilling fluids, water, or air, and by creating connections between fractures that may not have 

existed previously.  Drilling into the core of a contaminated zone may have particularly 

detrimental effects in spreading contaminants, even when the hole is backfilled or completed 

later with a piezometer that isolates the conducting zones.  Boreholes should therefore be 

completed for well-defined reasons, at carefully considered locations.  The drill should never be 

a substitute for hydrogeologic forethought. 

This section looks at geologic characterisation using boreholes, while later sections look at 

geophysical and hydrologic methods.  The main use of boreholes for geologic characterisation 

is the identification of rock types and the characterization of fractures.  For the latter purpose, 
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core has traditionally been a requirement; however, the development of imaging tools has 

raised the possibility of replacing core drilling with less expensive methods without a significant 

loss of data quality. 

B.1.5 Image Logging 

Image logs are produced by geophysical logging tools that create an image of the borehole wall.  

These logs may be either direct optical images or they may map a geophysical property of the 

rock to the borehole surface to create an image of that property.  There are three major tools for 

borehole imaging:  

 Optical Televiewer, which produces computer-processed optical images; 

 Acoustic Televiewer, which makes an image of borehole roughness and elastic 
properties; and the  

 Formation Micro Imager, which uses a fine grid of sensors to make a very fine 
resistivity map of the borehole wall. 

B.1.5.1 Optical Televiewer (OTV)  

The optical televiewer (Williams and Johnson, 2004) is based on television technology and 

produces images that are close to an actual visual image of the rock.  Although borehole 

television cameras have been in use for over forty years, the use of optical logging did not 

advance until the mid-1990’s when tools were adapted to standard logging cables and 

computer-processing created undistorted, high-quality images in full color. Most televiewers 

start with an analog television image that is a reflection of the borehole wall taken from a conical 

mirror.  The signal is either digitized either in the downhole tool or in the uphole electronics.  The 

resulting image appears as either an unwrapped 360–degree cylinder or as a virtual core 

(Figure B-1).   A built-in magnetometer records magnetic north for orientation.  The resolution of 

optical televiewers is about 0.5 mm at its slowest logging rates, which are around 1 meter per 

minute.  Fractures can be resolved to 0.2 mm.   
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 As  Figure B-1 shows, the quality of images, while not quite photographic, is sufficient for 

preparing logs of geology and fractures in boreholes.  Optical televiewer surveys also can give 

qualitative information on hydrodynamics.   Particulate movements can sometimes be captured 

in the log, and help to identify water flows in the borehole. 

The software for analysing images is well developed (Figure B-2).  The user matches sinusoidal 

traces to fracture traces on the image log.   Typical “tadpole” plots show the orientations of the 

analysed features with depth along with color coding to show different fracture categories, such 

as open or closed. 

B.1.5.2 Conventional Television Cameras 

While not of the same quality as optical televiewers, conventional television cameras, which are 

mostly used for pipe inspections, can provide inexpensive alternatives to televiewer logging.  

The camera can be handled by hand.  The image appears on a television monitor and it can be 

recorded on videotape with audio notations from the operator.   The image is not oriented, and 

the image is a view down the well, nonetheless, the instruments may be purchased for under 

$1000 and work to several tens of feet of depth.  

B.1.5.3 Acoustic Borehole Televiewer (ATV) 

The acoustic televiewer produces images that rival the optical televiewer in resolution using 

acoustic pulses that reflect from the borehole wall back to the tool.  The energy source rotates 

at a high frequency while the tool is being pulled up the hole.  The measurement includes the 

travel time of the pulses as well as their amplitudes.  From the travel time, the processing 

software can map the topography of the borehole wall in detail showing irregularities due to 

vugs, fractures, or other openings (orange-tinted view in Figure B-1).  The amplitude signal 

shows how the rock is absorbing energy, and is influenced by the rock’s elastic properties (gray 

images in Figure B-1).  The acoustic televiewer, like the optical televiewer, produces a high-

quality image that can be processed in similar ways as either an unwrapped map or a virtual 

core.  Similar software also assists in analysing the fracture data. 

The main distinction of the acoustic televiewer is its ability to work in fluids that are too cloudy to 

provide an optical image.   On the other hand, an acoustic televiewer is more likely to miss 

some fractures and produce some “false” fractures than core or optical tools.   As the image 
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depends on elastic properties of the rock, heterogeneous zones of high or low energy 

absorption may appear as fracture-like features, though they may be part of the solid rock. 

Figure B-1.  Top: Optical televiewer image in granite.  Bottom: acoustic televiewer image in meta-
andesite. 
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Figure B-2.  Optical televiewer log with analysis and orientation plots. 

 

B.1.5.4 Formation Micro Imager 

The most common image logging tool in the oil industry is the Formation Micro-Imager, or FMI. 

It has not had as wide application in groundwater studies partly due to cost.  The FMI tool uses 

multiple pads with a very fine array of resistivity sensors on their surfaces.  The pads are 

pressed against the borehole wall and record a detailed image of resistivity variations as the tool 

is drawn up the borehole.   The resulting image gives an oriented 360o

B.1.6 Core 

 image of the hole, minus 

the gaps between the pads.   

Rock core analysis has long been the standard for subsurface investigations in bedrock.   If 

possible, triple-tube or other methods that are less damaging to the cores should be used, and 

core should be handled carefully and stored immediately with reconstruction of core fragments 

into their original position to the extent possible.  Precautions by wrapping or sealing core 
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should be taken to preserve pore fluids, particularly in rock that deteriorates with air exposure or 

rocks where there may be contamination in porous matrix.  Health and safety procedures for 

handling contaminated materials in the latter case are requirements.  The removal or core 

should be noted by placing a block of wood or similar material with the same length as the 

removed material with annotation of the circumstances for the sampling. 

Core logging should record the same properties as scanline mapping such as: 

 Orientation (relative if the core is not oriented or if there are no geologic markers 
like bedding that can be used for orientation); 

 Fracture fillings and coatings, which is important if they restrict communication 
between a fracture and a porous matrix; 

 Crush zones, shear zones, alteration, and clay gouge; 

 Roughness, slickensides, and other surface textures; 

 Indicators of aperture such as crystals or other indicators of opening; and 

 Evidence of contaminants in the rock or on fracture surfaces. 

The need for core has been diminishing over the past two decades with the development of 

imaging and geophysical logging tools.  Core drilling has been viewed as a significant expense 

compared, hence an important question for fractured rock characterisation is whether or not 

core is necessary.   One function, where core may be irreplaceable by image logs, is the direct 

sampling of contaminants. 

Table 1 summarises some of the relative advantages of image logs and core.  Ideally one would 

want both; however, cost can be a factor and most core is drilled with water circulation, which 

may be a concern for some sites. 

For the purposes of fracture geometric characterisation, borehole image logs provide nearly 

comparable quality and detail.  Furthermore, image logs are superior for the most damaged 

zones, where core recovery is poor.   Core orientation is not common and adds significantly to 

the time and expense of drilling, while image logs obtain orientation routinely. 
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Neither core nor image logs define which features are conducting and how much.  Flow logs or 

packer tests are necessary for that task; however, once the conducting fractures are known, 

core and image logs are vital to describe the conducting feature geologically. 

Although some geophysical logs can provide indicators of the presence of contamination, the 

recovery of core containing contaminants is more reliable, and it provides a means of recovering 

a sample and knowing where the contaminations comes from.  In that regard, core may be most 

valuable in bedrock settings where matrix diffusion effects are suspected, such as fractured 

sedimentary rocks.  Having core for laboratory measurements of diffusion is highly valuable for 

assessing the retardation of the matrix, even in non-sedimentary rocks, where alteration zones 

around conducting fractures can have significant matrix diffusion effects. 

The question of whether to core or not to core must be decided on a site specific basis weighing 

the costs against the potential uses of the data.  For fracture mapping, image logs provide 

similar if not superior results.  If the cost is not a factor, it is better to have core as an additional 

check on information from other data sources, and core-drilling tends to produce boreholes with 

better wall conditions for setting packers and installing monitoring system.   Also, if multiple 

holes are planned for a site, core drilling might be considered for one of initial boreholes to 

determine the value of the core, and provide a set of samples for later calibration of logging 

results if coring is not used further.  

The main disadvantages of optical televiewers are the cost and need for clear water to produce 

an image.  The image quality is poor or non-existent in drilling mud or water with suspended 

sediment that resists clean up. 
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Table 1. Comparison of Core and Image Logs. 

 Core OTV ATV 

Fracture Aperture Difficult unless there 

is a partial filling that 

bridges the aperture 

Best Possible but can 

produce false "open" 

readings 

Fracture Orientation Uncommon add on Good Good 

Fracture coatings Good Possible Unlikely  

Resolution Best Good Good 

Poor quality rock Poor Better look at structure of damaged zones 

Drill-induced fractures Problem Not a problem Good for bore 

breakouts under high 

stress conditions (not 

likely at shallow 

depth) 

Matrix Properties Yes No  No  

Contaminants in Matrix Yes No No 

Works in cloudy water? Not an issue No Yes 

Works in air? Not an issue Yes No  
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B.1.7 Limitations of Geologic Studies 

Geologic investigations are an essential part of any site investigation programme.  The 

association of water movement with specific geologic features allows the use of geologic insight 

to determine their likely distribution through a site. 

While geologic mapping is a valuable tool for fracture characterization, it does have limitations 

for use in groundwater studies.  What geology is not likely to do by itself is identify flowing 

features.  West (et al., 2005)  found that a skilled geologist could identify conducting features 

from core; however, most investigators find that measures like fracture intensity correlate poorly 

with transmissivity, and often the features that dominate flow in a well appear relatively 

insignificant in the core or image logs. 

B.2 Geophysics 

The ultimate dream of geophysics is a method that will return an image of the hydraulically 

significant fractures with the detail that medical imaging tools produce inside of a human body.  

The availability of such a method remains unrealized, although experiments in underground 

radioactive laboratories have made considerable progress towards this goal.   A good overview 

of geophysical methods and fracture detection appears in Chapter 5 of the US National 

Academy of Sciences (NRC, 1996) study on fractures and fluid flow. 

An ideal geophysical tool would measure directly or image the open space in fractures that 

provides pathways for fluid flow.  Furthermore, the geophysical measure would need to be 

sensitive to a power law, like the cubic law, of fracture opening to detect the fractures that are 

carrying the major portion of the flow.  Unfortunately, that tool does not exist either. 

Nonetheless, geophysical measurements are a well-established component of site 

investigations.  Although there are few methods that directly measure fracture opening, 

alteration zones around conducting rock fractures often have geophysically detectable 

signatures.  Fracture zones and faults, have alteration haloes that have acoustic or electrical 

properties that contrast with unaltered, unfractured rock.  These properties can be detected in 

surface, borehole, and cross-borehole measurements. 
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The two properties that most stand out when considering fracture zones and faults are electrical 

conductivity and seismic velocity.  Electrical conductivity is most affected by water and its 

dissolved components, pure water having a very low conductivity that rises rapidly with its 

content of dissolved constituents.  The apertures of single fractures are not generally large 

enough to have a clear signature in surface measurements, but altered zones with appreciable 

thicknesses (decimetres to meters more) can create detectable effects (Johnson et al., 2001).  

Furthermore, contaminants can also affect water conductivity and sometimes are detectable 

using geophysical methods if the contaminant’s electrical properties contrast with those of the 

groundwater (Day-Lewis et al., 2003, 2006).  Water content also includes adsorbed water in 

clay minerals, so clay content may also show up strongly in fracture alteration zones. 

Acoustic velocity decreases in altered zones and faults.  Large fractures, such as exfoliation 

joints near the surface can serve as surfaces for reflection of acoustic signals (Cosma et al., 

2001; Schmeltzbach, 2007). 

The discussion of geophysical measurements below focuses on four modes of measurement, 

airborne, surface, cross-borehole, and single borehole or borehole logging. 

B.2.1 Airborne Geophysics  

Airborne geophysical measurements mainly are for finding lineaments. Among the useful tools 

for airborne measurement are LIDAR, aero magnetic, and VLF electromagnetic (Bronley et al., 

1994; Pedersen et al., 2009). 

Lineaments are linear features that appear in air photos, vegetation patterns, and topography.  

LIDAR (LIght Distance And Ranging, also known as Airborne Laser Swath Mapping or ALSM) is 

a relatively new technology that reflects laser light from surfaces from many different directions 

(Nyborg et al., 2007).  Computer processing of the returned signals can determine which signals 

reflect from the ground surface and which reflect from vegetation or tree canopy.  The 

processed output is a shaded image of the ground surface that provides a high level of details 

for lineament identification, particularly in forested areas (Figure B-3). 
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Aeromagnetic measurements have been useful in the Swedish radioactive waste program, 

where conducting fracture zones and faults have alteration haloes that are depleted in 

magnetite by oxidising reactions with groundwater (Figure B-3, Nyborg et al., 2007).   

Very low frequency electromagnetic signals, which are used for submarine communication, 

induce currents in electrically conductive ground (Pedersen et al., 2007).  The resulting 

magnetic fields of these currents are detectable by airborne means, and serve as another 

lineament indicator. 

Figure B-3.  Electromagnetic lineaments and analysis (Golder Associates). 

 

B.2.2 Surface Geophysics 

The main methods of detecting faults and fracture zones from surface measurements are either 

electromagnetic or seismic.   
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B.2.2.1 Electrical Methods 

Electrical methods exploit variations in the electrical resistivity (or conductivity) to detect 

fractures.  The main source of electrical variability, at least in consolidated or hard rocks, is 

water, which contributes strongly to electrical conductance.  Water’s contribution is pore water 

and especially adsorbed water on clay minerals.  With respect to clays, electrical methods do 

not distinguish water sources; hence, electrical anomalies are not necessarily water-conducting 

features.   

Electrical methods are employed as: 

 Soundings, where electrical responses are measured in response to potentials 
applied to the surface; 

 Passive measurements of currents induced by very low frequency signals (VLF); 
and  

 Use of electromagnetic waves in ground penetrating radar (GPR). 

Sounding methods have been successful for finding faults and other features that produce large 

anomalies, at sites such as the USGS research site at Storrs, Connecticut (Johnson et al., 

2001, Figure B-5).  That said, electrical properties over larger scales can have properties of 

direction and persistence that are controlled in part by the preferred direction and connectivity of 

fractures with water or with conductive alteration zones (al-Hagrey, 1994; Skinner et al., 2004; 

Yavav and Singh, 2007).  Such azimuthal surveys are reported to have success delineating 

water-bearing fractures (Boadu et al., 2005; Dutta et al., 2006; Bahtayneh et al., 1999).  

Surface-based electrical surveying uses sounding methods, which are measuring electrical 

properties between points on the surface or using electromagnetic waves to reflect off 

subsurface features, as in ground penetrating radar.   Surveys using VLF-induced currents can 

be conducted as surface surveys as well as from airborne detectors.  Adepulmi (et al., 2006) 

delineated major features that are likely small faults or shear zones.  The strength of the 

response of these features to sounding owes to the development of alteration zones, which may 

reflect either weathering or older hydrothermal interactions. 
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Figure B-4.  VLF detection of fractures. 
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Figure B-5.  Resistivity sounding to locate faults and fracture zones (Golder Associates). 

 

Ground penetrating radar (GPR) operates in many ways like reflection seismic surveying using 

high-frequency electromagnetic waves which reflect back from features in the rock.  The method 

mainly sees reflectors that have higher electrical conductivity than the surrounding material.  It 

has been successful in defining fractures in the shallow subsurface (Figure B-6, Grasmuek, 

1996; Travassos and Menezes, 2004; Porsani et al., 2006).  The USGS also used GPR with 

confirmatory flow logging in boreholes to identify sheet-like fractures at the Storrs site (Johnson 

et. al., 2001, 2002).   
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Figure B-6.  a. Ground Penetrating Radar (GPR) detection of voids.  b. location of water table and 
bedrock surface (Golder Associates). 
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Theoretical and laboratory work has indicated that GPR may not work well for fractures with 

apertures in the 2-4 mm range, but the detection can be enhanced by introducing water with 

higher electrical conductivity into the rock (Lane et al., 2000).  Field experiments have confirmed 

this effect (Day-Lewis, et al., 2003; Grégoire et al., 2006). 

Like other electrical methods, the penetration of GPR decreases strongly with increasing 

electrical conductivity at the frequency ranges required for fracture detection, hence these 

methods do not work well when there is a conductive overburden cover or in rocks that are 

relatively conductive, like shales (NRC, 1996).  

B.2.2.2 Seismic Methods 

The main focus of seismic development has been the interpretation of seismic reflection data, 

mainly in the oil and gas industry, while refraction methods are much more common in 

engineering geology and hydrogeology.  Refraction methods do not detect fractures, except 

possibly for mapping buried bedrock surfaces to define unexposed topographic lineaments. 

Seismic reflection has become highly sophisticated, being the indispensible exploration tool for 

oil and gas.  Usually seismic methods are focussed on layer sedimentary rock; however, 

seismic data are increasingly being used to detect variations in elastic properties of rock 

including anisotropic responses that may relate to fracture intensity (Perez et al. 1999; Sayers, 

2009, Pugin et al., 2009).  Figure B-7 shows the detection of bedrock surfaces as well 

discontinuities associated with likely faults and fractures. 

Nonetheless, seismic surveys have been applied in radioactive waste studies.  Kim (et al., 

1994) was successful in obtaining good seismic reflections from open, exfoliation fractures to 

over 100 meters depth (Kim et al., 1994).  Juhlin (1995; Juhlin and Stevens, 2006) used seismic 

reflection to delineate a major, sub-horizontal fracture zone at a granitic study area in Sweden.  

Surface geophysical methods are useful primarily for identifying larger features prior to drilling.  

These include faults and fracture zones that have some thickness, or fractures that are 

surrounded by an alteration zone.  The presence of conductive fluids, appearing naturally or by 

human introduction can enhance electrical results.  GPR can be very effective in resistive rocks 

that are not buried under a conductive overburden. 
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Figure B-7.  Fracture and fault identification by seismic reflection (Golder Associates).  

 

 

 

B.2.3 Borehole Geophysics 

In recent years geophysical tools that once were privileged to the oil industry have seen 

increased application to hydrogeologic and engineering applications with the adaptation of tools 

for shallower depths and smaller borehole diameters.  This discussion on borehole geophysics 

refers to methods that are measuring geophysical properties, like electrical, sonic, or radiation 

effects. Image logs like optical and acoustic televiewers are discussed as geologic 

characterization tools, while borehole flow meters, which measure flow velocities in a borehole, 

appear along with hydrogeologic characterisation methods. 

The main goals of a borehole geophysics program are the following: 

 Locate conductive fractures; 

 Evaluate flow directions and identifying water from different sources, either 
chemical or thermal; 

 Identify zones of contamination; and  

 Assess rock matrix properties for porosity to assess matrix diffusion potential. 
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Borehole logging infers fracture locations by several means including: 

 Temperature logs that show entry or exit points of water flow with distinctive 
temperature values; 

 Caliper logs that show washouts or enlarged zones where weak rock around 
faults or fracture zones is preferentially eroded by drilling; 

 Gamma radiation logs which show clay content, where clays have adsorbed 
radionuclides or where radon bearing water is entering a hole; 

 Resistivity and acoustic logs, which can indicate altered zones, but may or may 
not indicate conductive fractures; and 

 Stoneley wave logs, which show the tube wave reflections (tube waves being 
acoustic surface waves that travel on the borehole wall and reflect at voids like 
fractures). 

B.2.3.1 Identifying Conductive Fractures 

Identifying the conductive fractures in boreholes is an essential characterisation step to 

understand fracture flow systems.  Conductive fractures often correlate to damage, which can 

be mechanical or chemical.  This damage appears as lower resistivity and slower acoustic 

velocities, hence velocity logs and resistivity logs have some relationship to conductive 

fractures.   Fractures are more likely to wash out to create zones of borehole enlargement that 

appear in caliper logs.   Gamma logs reflect the adsorption of naturally radioactive materials to 

clays, and show conductive fracture locations, as well as fractures that may be clay-filled and 

non-conductive.  While conductive fractures may create a response in wireline logs – acoustic 

velocity, resistivity, gamma-ray, or calliper – the presence of an anomaly in these logs does not 

assure that a conductive fracture is present, so despite considerable effort on the part of the 

logging industry to create a logging suite for fracture identification, the use of wireline logs by 

themselves is not adequate to characterise conductive fractures reliably. 

Fortunately, modern flow logs locate conductive fractures directly, and image logs provide a 

visual means of describing the conducting fracture geologically.  The traditional wireline logs 

neither supplant flow logs and image logs, nor do they provide additional value, hence their use 

is limited with respect to conductive fracture location.  
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Although wireline logs may not detect specific fractures, fracture properties may be correlated to 

specific strata in sedimentary or other layered rocks.  Morin (et al., 2000) used geophysical logs 

in fractured sandstones and shales, specifically gamma and resistivity to identify specific 

stratigraphic units, as well as two layers that formed different fracture domains due to contrasts 

in mechanical properties. 

Another, albeit non-traditional, exception is the Stoneley wave log, which is a fracture-focussed 

log that appears frequently in petroleum logging.  This log detects open fractures from the 

Stoneley wave, which is a surface wave that travels along the borehole wall, much like Raleigh 

waves travel the earth’s surface in earthquake events.  The Stoneley wave tends to reflect from 

open fractures rather than cross them producing reflections that can be detected and related to 

fracture opening (Hornby et al., 1989).  This not a common log in groundwater use; however, it 

is small added value over a flow log. 

B.2.3.2 Evaluating Vertical Gradients 

Although flow and image logs largely replace wireline logs for conductive fracture identification, 

temperature and fluid conductivity logs are very useful for providing information on different 

water sources entering a well (Morin et al., 2000).  Boreholes into fracture networks often short-

circuit local networks that were otherwise poorly connected.  The connectivity along the well 

produces flows between water-conducting intervals bringing in water from zones with different 

temperatures or different water chemistries, which have contrasting electrical conductivities.  

The movement of these waters over time also show the direction of vertical hydraulic gradient, 

as well as the locations of conductive fractures (Figure B-8). 

B.2.3.3 Identifying Zones of Contamination 

The conductance of pore fluids influences the geophysical responses of logging tools.  Many 

contaminants, like petroleum derivatives, are likely to be much less electrically conductive than 

water.  The detection of some contaminants may be amenable to methods developed in 

petroleum for assessing whether rock is oil, gas, or water saturated.   Contaminants with 

electrical properties that contrast with water, may be detectable using fluid conductivity logs.  

Other logs, such as neutron logs, may provide information on contaminant presence (Endres 

and Greenhouse, 1996).   
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B.2.3.4 Assessing Rock Properties for Matrix Diffusion 

Rock porosity is a key input for assessing matrix diffusion in porous, fractured rock.  

Geophysical logs are well adapted to recording variation in porosity using neutron and resistivity 

logs, among others.  Formation factor, which is central to Archie’s Law relating electrical 

resistivity to porosity, is closely related to the tortuosity parameter that connects free-water to 

effective diffusivity of solutes.  While a of log porosities might not fully replace a laboratory 

measurement of diffusivity or porosity, wireline logs will give information on the variability of 

porosity, which would otherwise require a prohibitive number of tests to establish. 

B.2.3.5 Borehole Logging Summary 

While borehole logs can be very useful indicators of open or flowing fractures, the inclusion of 

image logs and flow logs, which are discussed in the geology and hydraulic characterization 

sections respectively, are greatly superior to any other borehole log.  In other words, the direct 

measurement of flow is the most important indicator of a flowing fracture, and image logs are 

best indicators, with core, of the fracture orientation and other properties.  



March 2010 B-26  Project No. 0814360101 

 

   

 

Figure B-8. Borehole logging suit, HPFM is the heat pulse flow meter (Golder Associates). 
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B.2.4 Cross Borehole Geophysics 

Single-well, borehole logs provide information about rock properties close to the well.  Even if 

one uses a flow log to find conducting features, geophysics can also extrapolate the fractures 

away from the hole, and locate other fractures near the well.  A good overview of cross-hole and 

single-hole reflection methods appears in the NRC (1996, Chapter 4) fracture and fluid flow 

study. 

The two main methods for gaining a view with distance from a well are radar and seismic.  

These can be applied in either a single well mode, where one is obtaining reflections, seismic or 

electromagnetic, or as a cross-hole mode using tomographic methods, which infer the 

properties of a volume or slice based on the velocity variations of a very large number of ray 

paths across the volume. 

Borehole radar had one of its first major applications in radioactive research sites in Sweden in 

the 1980’s (Olsson et al., 1992), and later at Canada’s Underground research Laboratory (Serzu 

et al., 2004).  For the types of resistivity contrast typical of granite and granite fractures, the 

wavelengths of the radar put limits on how thin a zone can be detectable, which is about 10-cm 

(NRC, 1996).  Other examples of radar application include Wänsted (et al., 2000) and Soon (et 

al., 2004).  Grégoire (et al., 2006) applied radar reflection to study the effects of remediation 

using steam.  As with GPR, replacement of water in fractures with fluid having different electrical 

properties, usually saline water, effectively delineates the conductive fracture network (Day –

Lewis, 2003, 2006).  Corresponding cross-hole and single hole reflection methods use seismic 

waves (Cosma, 2001).  Surface to single borehole seismic methods are known as vertical 

seismic profiling (VSP, Majer, et al., 1997).  
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Figure B-9.  Crosshole acoustic tomographic section.  Right: wave paths for inversion (Golder 
Associates). 

 

 

 

B.2.5 Geophysics Summary 

Geophysics has its major role in pre-drilling investigations to determine lineaments, faults, and 

major fracture zones using airborne or surface measurement data.  Electromagnetic methods 

appear to be more commonly used, but seismic methods also have value particularly for depths 

to water table and bedrock. 

Cross borehole measurements are also very promising, though the measurement of 

conductivity and acoustic anomalies will be second-order indicators of flowing fractures except 

for radar tomography with saline injections.  The latter would most likely find a use when 
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targeting a specific conductor, as injecting an entire site from boreholes with sufficient density 

for a full fracture-network characterisation would seem impractical. 

For conducting fracture location, single borehole logging has been supplanted by flow and 

image logging; however, single hole logs of water conductivity and temperature are useful for 

understanding dynamics of groundwater flow system.  Standard geophysical logs may have an 

important role in sedimentary systems for identifying fracture-controlling stratigraphy and 

determining rock porosity values that are important for matrix diffusion.   

B.3 Hydraulic Characterization 

B.3.1 Properties and Basics 

Hydraulic testing in fractured rocks has the dual objectives of identifying the geometry of the 

conducting features, and providing their hydraulic properties.  The key properties of single 

fractures or conductors for flow and transport are the following: 

 Transmissivity (L2

 Storativity (-);  

/T); 

 Diffusivity (L2

 Aperture (L). 

/T); and  

Aperture is likely not a single value, but a number of different values depending on it use, such 

as, being the link between flux and velocity or determining capillary pressures. 

This section covers four types of testing: 

 Steady flow methods, which make the simplifying assumption that flow is in a 
steady (non-transient) state.  Steady flow methods are mainly applied to packer 
tests that are used in civil and mining applications and to the interpretation of flow 
logs. 

 Transient flow methods, which are more rigorously correct, where the time-
varying head or flow can be interpreted for both hydraulic properties and flow 
geometry. 
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 Interference tests, which use the responses of monitoring points to pumping to 
determine storativity, diffusivity, and connectivity. 

 Tracer tests, which are essential for identifying transport processes and 
properties. 

B.3.2 Steady Flow Methods: Packer Testing and Flow Logging 

B.3.2.1 Packer tests 

The use of borehole tests to determine hydraulic properties has evolved largely independently in 

hydrogeology, civil engineering, and petroleum engineering.  Hydrogeologists and petroleum 

engineers base most of their work on transient flow, where one measures changes in pressure 

or hydraulic head over time due to a prescribed rate or pressure change in the flow system.  

C.V. Theis’ recognition that storage (and diffusion) impose time-varying conditions is still 

recognized as one of the seminal ideas in hydrogeology.    

By contrast, steady flow assumes that pressure and flow reach a steady state where neither 

flow nor pressure change in time.  This only occurs when the fluid that is being removed from 

the groundwater system as the well is being exactly replaced somewhere else, usually on a 

boundary with something with such a large permeability and storage that the pumping well 

cannot affect its pressure, which is also called a constant-pressure boundary.   A well test will 

act in transient manner, until its pumping effects reach that boundary and the flow becomes truly 

steady.   

To a test engineer on a well site, the pressures and flows can appear to be steady, while a 

logarithmic plot shows clear transient behaviour.  Both hydrogeologists and reservoir engineers 

sometimes will use the simplifying assumption of steady flow for analysis, especially when a 

pumping event does not have transient data.  A driller’s measurement of specific capacity is 

such a case. 

The simplest form of the steady flow solution is the Theim equation for flow to a well in the 

center of a single, planar aquifer or single planar fracture (Figure B-10): 

2π
ln w

T hQ
R r

∆
=
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The aquifer (or fracture) has a constant-pressure boundary at a distance, R, from the well.  This 

distance is called the radius of influence.   This radius of influence is never known precisely, if it 

even exists at all, but its appearance in a logarithmic term provides forgiveness for imprecision.  

The driller’s simple approximation of transmissivity by specific capacity, orQ h∆ , is a 

reasonable approximation under many circumstances.  Petroleum engineers use a similar 

approximation called the production index, or PI. 

Civil engineers use steady flow methods extensively, especially when the testing of fractured 

rock is involved, as in dam foundations or underground caverns (Figure B-11).  The common 

test for such applications is the packer test, so named for usually using inflatable balloons, or 

packers, to seal a section of well for injection or withdrawal.  Packer tests often use a fixed 

spacing of packers.  If the spacing were three meters apart, the testing would be done every 

three meters over the entire length of the hole.  Packer tests are usually run by the driller using 

the drill pump as an injection source.   Typically a packer test uses a constant injection pressure 

controlled by the drill pump, which the driller runs in steps recording the flow rate for each step. 
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Figure B-10. Steady radial flow in a single fracture or an aquifer. 
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Figure B-11.  Packer test layout. 

 

A practical guide to steady flow methods as applied in civil engineering well testing is Hvorslev’s 

(1951) classic work from the Corp’s Waterways Experiment Station.  A later 1975 report by 
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Ziegler compiled variations of the Theim equation for determining the hydraulic conductivity, K , 

of an interval with length, l , in the form of 

QK C
l h

=
∆

 
where C is a constant that varies with assumptions about the boundary conditions, of which 

Theim’s equation is a special case.  Mathias and Butler (2007) provide a more recent 

compilation of these factors. 

The Lugeon test (Lugeon, 1933) is a variation of this approach that is commonly used for 

grouting rock foundations.  Drillers run the test by applying a 10 bar overpressure to well and 

recording the flow rate.  The results are given in Lugeon units, which is the flow rate in litres per 

minute per 10-bar overpressure and 10-m borehole length.  Besides Lugeon, Hvorslev, and 

Ziegler, papers by Moye (1967), Braester and Thunvik (1984), Brassington and Walthall (1985) 

cover the same ideas and are more accessible.  

For tighter rocks, engineers will also use the falling head test.  This test is performed identically 

to the slug test (Cooper et al., 1968; Butler, 1997) where the level in the well, or the drill pipe 

connected to the packers, is quickly changed and the test consists of the well’s recovery over 

time.   Unlike the slug test, which uses a transient flow solution based on storage in the rock, the 

falling-head test solution derives the change in head with time by equating flow rate of the 

Theim equation to the flow produced by the falling head and solving by a separation of variables 

(Hvorslev, 1951; Bouwer and Rice, 1976) to produce: 

2

0
ln 1 ln
2

w
w

t

Rr r hK
l t h

=
 

where cr is the casing radius where the water level is varying.  The falling head plot puts log of 

percent recovery against time.  Although a time-honoured method, true transient methods using 

Cooper, et al. 1968 or the solutions in Butler’s slug test book (Butler, 1997) are preferable to 

steady methods.  
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B.3.2.2 Flow Logging with Spinner and Heat-pulse Logs 

A more direct method of scanning boreholes for conductive fractures is flow logging, which has 

made detailed transmissivity scanning of fractures in a well practical and efficient.  Flow logs are 

run in one of three modes: 

 Ambient, or Static where there is no artificial pumping and the flow is caused by 
vertical head differences between conducting features; 

 Pumping, which identifies the flowing fracture locations and rates; and 

 Crosshole, which records changes in flow in an observation to pumping in 
another well to map connectivity (Williams and Paillet, 2002). 

The transmissivity calculation for a single fracture or for a section of a well is simply the flow rate 

that can be attributed to the zone divided by the drawdown during the logging (Figure B-12).   

This method of calculating hydraulic properties uses either the Thiem equation, or one its 

alternative forms, such as specific capacity. 

Flow logging uses downhole flow meters that are placed in the hole using tubing or a wireline.   

The common flow meter types are the spinner log, heat pulse flowmeter log, and 

electromagnetic flow meter log.  Spinner logs (Molz et al., 1989) use an impeller that rotates at a 

speed proportional to the flow rate.  Although these logs are common in the oil industry, where 

they are called production logs, in groundwater work these have been replaced by heat pulse or 

EM (electromagnetic) flow meter logs except in higher flow cases.   

The heat-pulse flow log is currently the most widely applied logging method (Paillet and Pedler, 

1996, 1987; Paillet, 1998; Hess and Paillet, 1990).  The logging tool employs either a packer or 

flexible rubber cups to isolate a logging interval.  Often only a single packer is used, so the tool 

is measuring flow from the entire hole below the meter.  The tool diverts flow into a tube 

containing a heat source and two temperature sensors, one above and one below the heat 

source.  For low flows, the tool measures the travel time, up or down, of a heat pulse.  For rates 

that are too high to get an accurate travel time, the tool also can apply a sustained heat signal 

and measure the attenuation of temperature at the sensors, which will be proportional to the 

flow rate.  The heat-pulse flow meter takes measurements at specific depths, hence the 
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operator may scan a hole using coarse measurement spacings and then refine the 

measurement positioning to determine the locations of specific conductors.   

An adaptation of the heat pulse flowmeter, the Posiva log, has become one of the key tools for 

fracture characterization in the radioactive waste programs of Finland and Sweden (Rouhiainen, 

2000; see Fransson, 2007 for use of data in statistical analysis).   The flow meter derives its 

name from the Finnish radioactive waste disposal agency, which funded its development and 

remains, along with the Swedes, its main user.  This log is considerably advanced over other 

flow meters logs both in its ease of use, and its quality of data.  The computer system 

automates the measurements, controlling a winch to move the tool between successive test 

zones, and performing the tests without the need for an operator’s intervention.  

Except for the Posiva log, and other configurations that use a straddle isolation system, the log’s 

flow rate is the cumulative flow from below the flow meter.  The determination of transmissivity 

from such a flow log involves the following (Figure B-8, Figure B-12): 

 Taking flow value between two measurements points;  

 Correcting for ambient flow;  

 Assuming a hydraulic head difference between the well and the static head in the 
fracture system; and  

 Applying the Theim equation or one of its variants. 
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Figure B-12. Spinner and fluid replacement logging. 
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B.3.2.3 Ambient versus Flowing Logs and the Determination of Vertical Head Gradients 

Flow meter logs should be run in both “ambient” and “pumping” modes.  The ambient log is run 

with no pumping or injection of the borehole, and it measures the natural vertical flows between 

conductors that may have different head values.  In this mode, one can identify the upward or 

downward flow associated with the major fractures, if they have different heads in the flow 

system.  Such data are very valuable for understanding the hydrodynamics of the flow system, 

as upward flows indicate upward hydraulic gradients that would limit downward migration of 

contaminants, while downward flows would identify a condition where deeper movement of the 

contaminants would be more likely (Figure B-13). 

A flow log’s primary determinations of hydraulic properties come from a log run under pumping 

conditions.  However, the pumping-condition flow rate cannot be known without correction of the 

ambient flows, as the ambient flows may be in a similar or even higher range than the pumping 

flows.   
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Figure B-13. Ambient and pumping flow logs. 

 

B.3.2.4 Fluid Replacement Logs 

Another variant on flow logging is the fluid-replacement log (Paillet and Pedler, 1996; Tsang and 

Doughty, 2003; Doughty et al., 2005).  This method was developed in the radioactive waste 

community to provide a simple, rapid borehole scanning system for flowing fractures.  Fluid 

replacement logging removes the water in the well and replaces it with another fluid that has an 

electrical conductance that contrasts with that of the formation water.  Once the fluid is replaced, 

the borehole undergoes repeated runs of a water conductivity probe while the hole is being 

slowly pumped.  The resulting conductivity log shows the location of the major conducting 

features (Figure B-12).  Software for analyzing the log data can invert the profiles to also give 

the flow rates from each major conductor. 
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Fluid replacement log is the electrical conductivity taken in “snapshots” over time (Figure B-12).  

Repeated logs while pumping show native water returning to hole around the flowing fractures.  

OTV image shows main conducting fracture. 

B.3.2.5 Cross-hole logs and Horizontal Flow 

In addition to flow meters that measure flow along a well, various efforts have been made to 

produce flow meters that measure flow across a borehole (Wilson et al., 2001; James et al. 

2006).  These flowmeters are designed for estimating natural fluxes or velocities including 

direction.  While such data can be very valuable, an evaluation of velocity and direction needs to 

include enough measurements to account for local heterogeneity.   Comparisons of flows before 

and during pump tests can indicate connectivity.  

As a steady flow method, transmissivity values obtained from flow logs have the same 

limitations with respect to skin effects as those from packer tests.  Due to skin, flow logs will 

generally underestimate transmissivity compared with a more rigorously-analysed transient test.  

Given this uncertainty, packer tests and flow log data should be viewed as a scanning tool to 

identify conducting features and provide a first estimate of their properties.  Once identified, a 

more reliable set of hydraulic properties values can be obtained by running a transient hydraulic 

test on the zones that contain significant conducting features.  Running a transient test on every 

conductor can be very time consuming, hence flow logging can be seen as a method for 

determining where in a hole one should focus one’s transient testing efforts. 

As a summary of packer testing and flow logging, the identification of conducting fractures in 

borehole is perhaps the most important step in a facture flow characterisation, along with image 

logging to identify the geologic features that is flowing.  Packer testing with many short-interval 

tests still can provide data on flowing fractures; however, flow logging accomplished the same 

goals more efficiently. 

B.3.2.6 Reliability of Steady Flow Methods 

The transmissivity values that come from steady flow tests may be reliable except in 

heterogeneous rocks, which unfortunately is most cases.  If the well has a “skin” effect, that is a 

zone near the hole of reduced transmissivity, a steady flow test will only reflect that reduced 

condition.  Skin effects can arise from the invasion of cuttings into the fracture during drilling, or 
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simply the penetration of a borehole in a heterogeneously low-transmissivity portion of a 

fracture.  In either case, the skin effect will lead to erroneously low transmissivity values. 

B.3.3 Transient Methods 

Transient tests determine hydraulic properties from the changes in pressure or flow with time.  

The most common mode of running a transient test is by constant-rate pumping.  Tests may 

also use constant head conditions, which are useful if wells are flowing, or slug tests, where the 

test is the response to an instantaneous change in head in the well.  Transient analyses usually 

use type curve matching or various forms of asymptotic solutions for late time.  This section 

draws strongly on two sources that are outside mainstream hydrogeology, but are very 

appropriate for addressing well testing in fractured rock.  One is the petroleum literature 

(Streltsova, 1988; Horne, 1996) and the other is the body of radioactive waste experimentation, 

which has taken many petroleum concepts and advanced them through focused research on 

test sites. 

B.3.3.1 Is there a Well Test Response that is Unique to Fractures? 

Contrary to widely-held beliefs, there is no well test solution that is distinctive to porous media or 

to fractures.  The source of some confusion is the use of linear (one-dimensional flow) for well 

test interpretation of artificial hydraulic fractures (Gringarten and Ramey, 1974). This and similar 

solutions were developed for a fracture that is vertical with respect to the well (see Figure B-17).  

The linear flow response of this solution appears in many other situations, both fracture and 

sedimentary, and not all (one might say even most) fracture networks do not produce this 

response. 

Just as the infinite conductivity fracture solution does not apply to all natural fractures, radial 

flow solutions are not unique to porous media.  The most widely used well-test solution is the 

Theis curve, which is also know to petroleum engineers and mathematicians as the exponential 

integral, or Ei function.  This equation is the solution for radial flow in an infinite planar feature to 

a well acting a point sink in the plane.   

The planar geometry of the Theis curve applies equally well to any of the following (Figure 

B-14): 
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 A planar aquifer with a thickness that is small compared to the likely radial 
distance that pumping will affect;  

 A single horizontal fracture or fracture in any orientation as long as the well is not 
coincident with the fracture plane; 

 A single planar fault zone; and 

 A sedimentary layer with sufficiently high fracture intensity that a flowing network 
is filling the two-dimensional space. 

By symmetry, flow in any sector of a radial region about a well will produce Theis-type flow, 
even a sector as small as one degree.  Indeed the only requirement that a region’s 
geometry must have to produce a Theis curve is that it has a cross-sectional area that 
increases linearly with distance from the well. 

Figure B-14. Radial cylindrical geometries that produce “Theis” curves. 
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The Theis curve has an asymptotic solution where the change in head with time, or the change 

in head with distance at particular time, varies with the log of time.  Plots of head or pressure 

with time or distance produce straight lines on semi-log plots when the Theis assumptions are 

met. 

Much of the confusion about fracture and well testing comes from misconceptions about 

solutions from petroleum engineering, which account for the effect of an artificial hydraulic 

fracture on flow in a planar reservoir.  These solutions involve various linear flow geometries.   

Linear flow is a geometry where the flow lines are parallel, or linear.  Any pipe-like conductor will 

produce linear flow.   Flow from a surface into the matrix is also linear flow, as is the equation 

describing diffusion between fractures and matrix blocks.  The asymptotic solution of head or 

pressure for linear flow is a square-root of time, which plots linearly against a square-root time, 

or with a half-slope on a double logarithmic plot. 

The primary requirement of linear flow is that the flow area remains constant with distance.  A 

wide range of both fracture and porous geometries will produce linear flow including: 

 Flow from the face of an infinitely conductive hydraulic fractures to matrix;  

 Flow in a sedimentary channel, such as a course sand or gravel channel in a 
fluvial environment;  

 Flow in a fracture network that is confined to a layer, but with a single strong 
preferred orientation; 

 Flow in any fracture or feature that the well intersects by running in the plane of 
the feature; and 

 Porous media flow in wells that are deviated to run parallel to the bedding of a 
horizontal stratigraphic unit. 

The flow of a finite-conductivity fracture may display two forms of linear flow - the linear flow of 

the vertical fracture from the well and linear flow over from the face of the fracture into the 

porous matrix. 

To round out the picture of geometry and well testing, the third basic geometry is spherical flow, 

which is flow that is not confined to a planar aquifer or reservoir.  A well that produces from a 
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point in a three dimensional network may produce spherical flow.  This geometry also appears 

in partial penetration of a thick sedimentary layer. 

B.3.3.2 The Pressure Derivative 

The introduction of the pressure derivative to petroleum engineering in the 1990’s (Bourdet et 

al., 1983) revolutionized test interpretation.   The pressure derivative is a misleading term 

because it is not the derivative of pressure with time, but rather the derivative of pressure with 

log time, hence it is really the semi log derivative.  From this point on, note that the term 

“derivative” refers to this semi-log derivative (Figure B-15). 

When Bourdet proposed this plotting method, most well test analysis was done using semi log 

plots looking for a semi log straight line, whose slope is proportional to transmissivity.  In 

hydrogeology that is still the case.  Bourdet was looking for a way to reduce the subjectivity of 

semi log line interpretation, recognizing that an analyst can often find straight lines that are not 

really there.  He reasoned that when the semi log straight line condition is met, the semi-log 

slope is constant, and the slope of the derivative is zero.  Thus, when the semi-log derivative is 

plotted on a log-log plot with data itself, the region of semi-log straight line validity is clear from 

the flat line portion of the semi-log derivative. 

Derivative curves have fully penetrated well test practice in petroleum engineering, and one 

seldom sees an analysis without it.  Spane and Wustner presented a computer code in Ground 

Water for calculating derivatives in 1993.  Since then, derivatives are gradually appearing in 

hydrogeologic practice, and they are becoming an option in popular well test software for 

groundwater. 

Part of the success of the derivative is that it proved to be good for much more than just the 

semi log slope, and it has distinctive characteristics for most well test geometries. In effect, the 

derivative curve for a well test is a “map” of properties and conditions starting at the well, in the 

early time data, and moving to progressively greater distances with time.  This distance grows 

according to the radius of investigation, which can be expressed as (Streltsova, 1988) as 

2r tη= where r is the radius of investigation.  In fracture networks, this distance lies along the 

fracture pathways, hence the actual Euclidian distance may be less due to network tortuosity.   
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One way to read the derivative as a map involves recalling that the semi log slope is inversely 

proportional to transmissivity.  A deviation of the derivative from a flat slope indicates changing 

conditions with distance.  A deviation upward shows that the test is “seeing” less permeable or 

mobile material, while a deviation downwards indicates more permeable conditions. 

Figure B-15. Theis or Ei curve plotted as log and semilog and the semilog derivative. 
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This drawdown is linear with time and has a slope that equals the flow rate 
divided by the cross-sectional area of the well.  Skin is the heterogeneity in the 
immediate vicinity of the well.  Usually skin is considered mud invasion or 
damage from drilling.  This can be the case, but it also can appear from any 
heterogeneity of the fractures or aquifer at the location of the well.  More often 
than not, the skin is a restriction, so the skin appears at the end of wellbore 
storage as a downward drop in the derivative curve. 

 Infinite acting behaviour:  This is a term used by petroleum engineers for the 
validity of the semi log log line.  For radial, cylindrical flow, assumed for Theis 
conditions, the derivative becomes flat.  For linear flow it has a positive half 
slope, and for spherical flow, a negative half slope.   These slopes are very 
distinctive in the derivative. 

 Dual porosity:  The dual porosity behaviour may appear within the infinite acting 
period.  Dual porosity flow is a temporary charge of fluid from a system that is 
overall acting in a Theis manner.  As additional permeability or storage moves 
the derivative downward, the dual porosity effect appears as a downward trough 
beginning with the mobilization of fluid from the rock and returning to the original 
flat derivative when the matrix block contribution is exhausted.   

 Boundary effects: A flow system that ultimately has no-flow boundaries ultimately 
will be depleted by pumping.  When that limit is reached, the system is pumping 
from a closed volume where each increment of fluid removed causes a drop in 
pressure or head by a constant factor related to the volume and total 
compressibility of the flow system, thus creating a straight line drawdown in the 
data and a unit slope in the derivative.  Constant pressure boundaries cause the 
derivative to take a strong drop, which is also distinctive.  Closed or no flow 
boundary effects appear when a fracture system is highly compartmentalized. 

Dual porosity flow is another form of well test response that is associated with fractures.  Dual 

porosity flow produces two parallel semi-log lines with an offset in the middle.  The offset 

represents an additional charge of fluid mass from the porous matrix, which is diffusing much 

like solutes in matrix diffusion.  The well test produces an initial semi-log line produced by 

fractures in the unit, until sufficient mass from the matrix causes a deviation from the semi-log 

line (Figure B-16).  Later in time, when the matrix is depleted, the well test continues on a semi-

log slope representing flow in the fractures (Streltsova, 1988).  While dual porosity flow might 

appear to be distinctive to fracture-matrix systems, Streltsova points out that dual porosity flow 

shares its mathematics with leaky flow between an aquifer and a thick aquitard. 



March 2010 B-47  Project No. 0814360101 

 

   

 

 

 

Figure B-16. Basic elements of well test derivative plots. 
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Flow dimension (Figure B-17, Figure B-18) is an advanced concept developed in the 

groundwater literature and the petroleum literature at about the same time (Barker, 1988; Chang 

and Yortsös, 1988).  Flow dimension was conceived as a way that fractal geometries might 

influence well test behaviour.   Linear, radial cylindrical (Theis), and spherical flow each apply to 

geometries that have one, two and three dimensional forms.  These are the integer dimensions.  

They produce a derivative with a straight line in logarithmic plots that relates to the dimension, 

n , by 1 2n− .  Thus linear, one dimensional flow has a slope of +1/2, radial cylindrical flow has 

a slope of zero, and spherical flow has a slope of -1/2.  Doe and Geier (1990) noted that a 

further effect is the way that the area of flow, A , grows with distance or, 1nA r −∝ (Figure B-17).  

The area in a linear conductor grows by  0A r∝ , radial cylindrical flow grows by, 1A r∝ , and 

spherical flow grows by 2A r∝ ( Doe and Geier, 1990).   

Figure B-17. Geometries of flow dimension for fractures. 
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Figure B-18. Generalized Dimension Derivative Curves. 
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1 2n− is an argument in that function incorporating dimension.  The Theis curve (Ei function), 

as well as the linear and spherical flow equations, incorporate the error function, which are 

special cases of the incomplete gamma function for integer dimension values. 

The development of dimension is not a mathematical fantasy.  Barker developed his theory to 

explain well tests at the Stripa Mine test facility that would not otherwise match existing curves.  

Doe further has shown that these dimensions can also be related to fracture intensities, where 

high fracture intensities fill space to produce the same dimension as the space they fill, or if less 

intense, to produce a dimension less than their space.  Le Borgne (2004) has shown that the 

granite fault zones that supply a mid-sized town with water in Brittany have both pumping and 

interference responses that follow a dimension between 1 and 2.  

Composite well test curves relate to systems where the properties change with distance.  This 

can be a change in transmissivity of a fracture or aquifer at some distance from the well.  The 

effect of the composite is to have two flat derivative portions, an early one for the closer region, 

and a second for the more distant region.  The two flat derivatives are separated by a transition 

from about a half to a full log cycle.  Not only hydraulic properties, but dimensions also can 

change at a boundary (Leveinen, 2000).  Karasaki (et al., 2000) developed analytical solutions 

for a composite like the right side of Figure B-19, which shows some simple examples of 

dimension change.  One is a case of an extensive fault or fracture zone (or aquifer) which is a 

rectangular feature of some extent.  The early time portion of the test sees 2-D flow until the 

head effects reach the boundary of the feature, when the flow changes to linear (1-D). 
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Figure B-19.  Examples of composite dimension behaviour. 
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that reflects the larger-scale properties of the conductor.  In the last part the curve, the 

derivatives all drop and appear to reach a second stabilization.  This drop indicates the 

connection with a feature with a transmissivity that is about one order of magnitude higher than 

the fracture zone these wells are pumping. 

B.3.4 Other Single Hole Tests 

The discussion on well testing has focussed on constant-rate testing and the derivative curve.  

Other test designs include slug tests and constant-head tests.  Slug tests interpret hydraulic 

properties from the recovery after an instantaneous change in well head.  Slug tests are simple 

to perform, and provide good test data.   Butler (1997) provides a comprehensive review of slug 

test methods.  Dimension effects were first considered based on slug tests in fractured rock 

(Barker and Black, 1983).   Derivative interpretation methods exist for slug tests, as well, though 

the curves do not have the distinctive form of those of the constant-rate test, hence the 

geometric interpretations of the test are more difficult.  It is possible to deconvolute any test, 

even ones with bad rate control, into equivalent constant-rate tests.  This approach applies to 

slug tests as well (Chakrabarty and Enachescu, 1997), though it has not been widely applied. 

B.3.5 Interference Tests:  Diffusivity and Storativity Determination 

Interference tests are pumping tests that are performed while monitoring heads in observation 

wells.  Interference tests are particularly useful for determining connectivity in fracture networks.  

Interference responses from either pumping or slug tests can be used, and pulse interference 

tests may be particularly efficient in fractured rock (Stephenson and Novakowski, 2006).    

Interference tests have two major functions: 

 Determine storativity and diffusivity; and  

 Evaluate fracture connectivity. 

 



March 2010 B-53  Project No. 0814360101 

 

   

 

 

Figure B-20. Äspö Laboratory block scale tracer test with normalized derivatives. 
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B.3.5.1  Storativity Calculation 

In principle, the semi log plot of a source well test, for Theis or two-dimensional behaviour, gives 

both the transmissivity and storativity by: 

0
2

0

2.252.3       
4π
  intercept,  = semi log slope

TtQT S
m r

t t m

= =

= . 

The storage calculation assumes that a well has no skin, that is, there is no drilling or natural 

variability affecting flow very close to the well.  If there is a skin, the storativity calculation is not 

reliable. The use of skin in well testing is one area where petroleum and hydrogeology methods 

of well testing differ. 

This leaves the calculation of storativity to interference tests.  The basic parameter that comes 

from interference responses is the diffusivity, η , which is a measure of the speed of pressure 

propagation.  The time match in a type curve analysis gives the lag time, and hence the 

storativity.  

Conventional hydrogeologic practice then calculates storativity from the time match point,  

2 2

4 4
match

t Ttt
Sr r
η

= =
 

Note that this calculation requires knowing transmissivity, which in principle can be obtained 

from the type curve match of the observation well, but this assumes that the system is 

homogeneous.   

A fundamental flaw in conventional hydrogeologic practice lies in the determination of 

transmissivity from observation wells.  To determine a transmissivity one needs a flow rate, and 

the only flow rate one has is the rate at the pumping well, hence transmissivity values are 

strongly biased to the pumping well’s rate.  This bias is not an issue in a homogeneous system, 

but in heterogeneous fracture networks, this becomes a major source of error.   
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One can judge this error in two ways.  The first is the frequent observation that transmissivity 

values from observation wells appear to be relatively homogenous, but storativity values are 

highly variable, which can be an artefact of not knowing how the pumping well’s rate is being 

drawn through the fracture network. The second is the fact that in a homogenous system, the 

drawdown in an observation well is inverse to the transmissivity, hence small observed 

drawdowns produce large transmissivity calculations.  If one considers a heterogeneous 

fracture network, one would expect poorly connected parts of the network to have smaller 

drawdowns than well-connected parts.  Yet the assumption of homogeneity that is inherent in 

observation well test analysis assigns larger transmissivity to the points with small drawdowns. 

In summary, transmissivity and storativity must be considered carefully when using interference 

well test data, that is, data from observation wells.  What is relatively robust in the analysis of 

observation well data; however, is the diffusivity.  Diffusivity can be affected by the tortuosity of 

the fracture flow path.  LeBourgne (2004) in a study demonstrating fractional dimension flows in 

crystalline-rock wells for municipal water supply points out that diffusivity can have effects that 

vary with the flow dimension.   The distance one uses to assess diffusivity is usually the straight-

line distance between the source well and the observation point.  However, actual fracture 

networks, even those that are very well-connected, will often conduct fluid on pathways that 

have some level of tortuosity.  Hence fracture diffusivities based on straight-line paths may 

underestimate the true values. 

B.3.5.2 Diffusivity for Mapping Connectivity 

Nonetheless, diffusivity is perhaps the best indicator of connectivity in fractures.  If tortuosity is 

not a major concern, the time to a response at an observation point is given by the radius of 

investigation equation, which can be expressed as 2r tη= or 2 4t r η= .   This useful 

equation can be used to estimate diffusivity from any definable perturbation and not just 

designed well tests. 

The speed of a well test response, which diffusivity measures, is perhaps the best indicator of 

fracture connectivity – even more so than drawdown (Knudby and Carrera, 2006; Beauheim, 

2007).   Diffusivity values are one means of distinguishing fractured from unfractured media.  As 

fractures have very low storativity, they typically have high to very high diffusivities.  Typical 
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fracture diffusivities are of the order of 1-10 m2/s, and very transmissive features can have 

diffusivities in the 100 m2

B.3.6 Tracer Tests 

/s range or higher.  Porous media, on the other hand, have much 

higher storage, hence they have much lower diffusivity values for a given transmissivity.  

Tracer tests are much less often performed than pumping tests, which is not surprising given 

the fact that they require considerably more effort and time and, in fractured media, often 

produce no results as the tracer decides to go somewhere other than the pumping well.  

Nonetheless, tracer test are the definitive means of acquiring transport properties – not only 

transport aperture but also information on matrix diffusion and other retardation processes. 

Tracer tests produce two types of data:   

 The arrival time, which gives the porosity or transport aperture, and 

 The breakthrough curve shape, which is influenced by hydrodynamic dispersion 
and retardation effects like matrix diffusion and chemical reactions between the 
tracer and the rock. 

The aperture or transport porosity is an essential parameter to predict contaminant transport 

velocity.  The travel time of a tracer from injection to recovery point will be a function of the flux 

or flow rate divided by the velocity, which gives a length value which is the transport aperture. 

Tracer tests usually involve one well where tracer is introduced and another where it is 

recovered.  The main variations involve the relative pumping or injection rates of the introduction 

and recovery wells.  Some common tracer test configurations are the following (Figure B-21): 

 Divergent – tracer introduction to an injection well with recovery in a passive or 
weakly pumped observation well; 

 Convergent – tracer is introduced by very low injection in one well for recovery in 
another that is being pumped at low rates for sampling; 

 Dipole – tracer is introduced into a well that is injected at a rate equal to or lower 
than the pumping well; 

 Single well – tracer is injected from a single well and then recovered by pumping 
from the same well; and 
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 Point dilution – tracer is introduced as a slug into a well and monitored for dilution 
by passing groundwater as a means of estimating natural flux. 

The radioactive waste research projects in several countries including Canada, Sweden, the 

US, Japan, and Switzerland have produced a considerable body of experience in tracer testing 

in fractured rock.  One problem that plagues tracer tests is poor or no recovery when the 

pathway is not well known.  Some tracer tests have had problems even when the pathway was 

thought to be well known.  In general, one can recommend that tracer tests are a very inefficient 

way to map connectivity compared with pressure interference tests, as pressure travels much 

faster than a tracer.  Furthermore, if there is a poor connection, pressure will provide a quicker 

answer.   

A tracer test breakthrough curve has several periods (Figure B-22).  The breakthrough curve is 

influenced by the test design, which itself can create greater or lesser dispersion.   A dipole test 

purposely spreads the flow field to sample a larger area, and the relative strength of the dipole 

rates determines the spread, along with the fracture geometry, while a convergent test tends to 

sample a direct pathway along the fractures between the tracer source and pumping sink.  The 

analytical or numerical model of the test will take these factors into account. 

The breakthrough periods are: 

 First arrivals which are fast paths that are relatively undispersed; 

 The peak which reflects the main advective travel time;  

 The tail which shows various effects; 

 Log-symmetric form  only if there is longitudinal dispersion on a simple pathway; 

 Matrix diffusion from -3/2 slope; 

 Dispersion from heterogeneous pathways; and 

 Off set and retardation by sorption. 

The theoretical effect of matrix diffusion is a -3/2 slope tail.  This slope assumes a constant 

block geometry for the matrix; however, distributions of block size, as one would expect in 

variably fractured rock, will produce different slopes both theoretically and in actual observations 

of tests in porous, for example, fractured dolomite at the Waste Isolation Pilot Plant in New 
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Mexico  (Haggerty et al., 2001; Meigs et al., 2001).   This process may be related to fractal 

distributions of block sizes. Different processes – dispersion and diffusion – have the same 

basic mathematical form, hence a unique interpretation requires a good tracer test design.  

Using multiple tracers with different free-water diffusivities will confirm matrix diffusion by 

producing reduced peaks and offset tails with higher tracer diffusivity (Andersson et al., 2004; 

Meigs et al., 2001).  The same forms of tails can also be produced by dispersion on complex 

fracture pathways.   Tracer tests at the USGS’s Mirror Lake site had diffusive-like tails, but the 

absence of an effect with variably diffusive tracers showed that this was a dispersion effect 

(Becker et al., 2000). 

Tracer tests are best used to characterize transport properties once pathways have been 

affirmed.  For this reason, convergent or dipole tests are preferable to divergent tests both 

because the pathway is focused to the recovery well and the concentrations at the recovery well 

will be greater.   Dipole tests and convergent tests differ mainly in the strength of the tracer 

injection.  A convergent flow test will produce a relatively narrow path that will spread only by 

lateral dispersion, hence, a dipole may be desirable if one wants to sample a broader pathway.  

The single well tracer test does not measure aperture or effective porosity. 

The choice of a tracer depends on the parameters and processes one wishes to measure.  A 

“conservative” tracer is one that does not react chemically with the rock.  Reactive tracers may 

be chosen to determine whether or not the chemical interactions with the rock provide some 

level of chemical retardation.   Using reactive tracers will slow or even prevent tracer recovery.   

Because there are multiple non-chemical reasons why tracer may not be recovered, it is 

important to use conservative tracers with reactive tracers so retardation or non-recovery can be 

property attributed.  

Single well dilution tests are very useful for evaluating groundwater flow velocity.  The tracer 

dilution test injects a fixed tracer mass into a test interval, and then passively observes the 

dilution of the tracer in the well as it moves off with the groundwater’s flow.  Although this is a 

tricky test to interpret for natural velocities, it is very interpretable when repeated under different 

pumping conditions.  The strength of a dilution rate to pumping in different locations is a clear 

indicator of connectivity between the tracer observation point and the pumping well (Andersson 

et al., 2004; Pitrak et al., 2007).  
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Matrix diffusion can also be a motivation for tracer testing, though laboratory measurements 

might provide an equally useful demonstration.   The free-water diffusivity of a tracer, which is 

rate of diffusion of a tracer in standing water, also influences the diffusivity of a tracer into the 

matrix.  Thus a mix of tracers with different free-water diffusivity values, even though 

conservative, will have different breakthrough behaviours than can confirm the effects of matrix 

diffusion. 

In addition to introduced tracers, the most valuable tracers of all can be the ones that were in 

the rock already.  These can either be the contaminants themselves or non-contaminant tracers, 

such as stable isotopes or distinctive radionuclides from human activity.  The form of a 

contaminant plume will provide valuable insight into pathways and velocities, which can be 

evaluated by numerical modeling. 
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Figure B-21.  Tracer Testing Methods. 
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Figure B-22.  Tracer test breakthrough curve interpretation. 
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B.4 Monitoring Systems and Borehole Completions 

The proper completion of exploration and monitoring boreholes is extremely important in 

fractured, contaminated sites for the functions of:  

 Monitoring hydraulic head; 

 Allowing access for repeated water chemistry sampling; and most of all 

 Preventing cross contamination of conductive fractures along the borehole. 

Einarson (2006) presents a good overview of monitoring methods.  An ideal monitoring system 

isolates each significant conducting fracture in the borehole, measures pressure or head, and, if 

needed, provides access for groundwater sampling.  The design of a monitoring system 

requires information on the depths of the significant conducting fractures.  While image logging, 

core analysis, and other geophysical logs are helpful for identifying these fractures, only 

hydraulic data, such as flow logging or packer testing data, can be considered definitive. 

Fractures that might have potential cross flow along an open borehole are especially important 

for isolation, as the borehole may provide contaminant migration pathway, either upwards or 

downwards, between fractures that would otherwise have poor connections.  The potential for 

cross flow between fractures along a borehole can be determined by measurements of static 

head taken during packer tests on specific fractures.  Cross flow can also be measured directly 

using flow logs under ambient (no pumping) conditions.  

Monitoring systems help determine the geometry and connectivity of a fracture network.  Every 

addition or removal of water from a fracture-flow system – rainfall, water-supply pumping, 

drilling, testing, or sampling – produces head responses across the network.  The data from a 

well-designed head monitoring system map the conductive fracture network by indicating which 

zones do not respond and which zones do respond, along with the amplitudes and time lags of 

those responses.   

Ideally a monitoring system should be installed in every borehole as early as possible to limit 

cross contamination between fractures at different depths and to start collecting usable data.  

Pumping tests and sampling activities, which might be done in an open hole before installing the 
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monitoring system, may be performed better after installation, if the monitoring system allows 

pumping and sampling access to individual zones. 

Although traditional clustered and nested standpipes can still serve this role, new monitoring 

systems have been introduced over the past thirty years that can isolate large numbers of 

intervals in a cost effective manner.  Canadian companies like Westbay Instruments (now 

Schlumberger Water Services) and Solinst have been particularly active in these developments.  

Furthermore, for pressure monitoring only, a simple system of grouted-in pressure instruments 

can provide a very effective and inexpensive completion. 

B.4.1 Nested and Clustered Completions. 

Clustered and nested standpipes are the traditional completion methods (Figure B-23).  A 

clustered monitoring site uses separate boreholes for each significant conductor. Unless the 

depths of significant conductors are known in advance, a clustered system would require drilling 

the deepest borehole first and using its flow data to determine the depths of shallower 

conductors to be targeted by later boreholes.  Each borehole would be completed with a sand 

pack around the conducting fracture and then full cementing of the borehole back to the surface. 

A nested monitoring borehole is an installation in a single borehole with separate standpipes for 

each monitoring interval.  The standpipes are installed from bottom up, sand is placed around 

the tips and cement or grout is placed in the intervals between the monitoring zones.  Nested 

standpipes can be very effective; however, the number of monitoring intervals is limited by the 

diameter of the borehole and the ability to force grout effectively around the pipes to provide 

good seals. 

B.4.2 Single Well, Multilevel Monitoring Systems 

Multilevel monitoring systems have been in use for about 30 years.  They began as research 

tools, but have gained increasing acceptance especially in the last 15 years.  The first 

commercial installation was the Westbay system in the late 1970’s followed by the Waterloo 

systems of the 1980s, and more recently flexible liner systems from the late 1980’s (Parker, and 

others, 2006).   
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In addition to these fully integrated multilevel systems, packers and sampling ports are available 

from packer manufacturers to develop custom systems that can provide more flexibility for 

different borehole diameters.  One drawback of the integrated systems is the use of small 

diameter tubes and ports that have restricted pumping rates, albeit for smaller numbers of 

monitoring intervals.   Further description of these systems follows. 

Figure B-23.  Single and multipoint monitoring installations. 

 

B.4.3 Westbay System 

The Westbay monitoring system is a casing-based system (MP casing) specifically designed for 

isolating multiple monitoring intervals in a well (Figure B-24, second from left).  The system 

includes the well installation, consisting of a casing, pressure monitoring ports, fluid sampling 
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ports, and packers, and tools that run on a wireline inside the casing to take pressure 

measurements and manipulate ports for pump testing or fluid sampling. 

The Westbay system (Black et al., 1986) was developed over thirty years ago in North 

Vancouver, B.C.  Among its early applications was the monitoring of the Downey slide above 

the Revelstoke Dam on the Columbia River.  The multilevel monitoring was key to identifying 

pressure variations in the critically pressured zones across the plane of the slide.  Since then, 

the Westbay system has seen extensive applications in radioactive waste repository 

investigations, civil engineering applications, and groundwater contaminant investigations in 

heterogeneous rocks and soils. 

The design of the Westbay system allows the installation of large numbers of monitoring 

intervals in a single hole.  The main constraint on the number of intervals is the packer length, 

but interval frequencies of 2-3 meters are quite feasible.  As an alternative to packers, the 

Westbay system can be installed with cement or bentonite grouts to provide the seals with sand 

packs round the ports.   

One key attribute of the Westbay system is the small volume of the monitoring intervals.  The 

pressure monitoring system involves virtually no displacement or exchange of water between 

the monitoring volume and the inside of the casing, minimizing the equilibration times for a 

reading.  Similarly, the small storage volumes in the monitoring interval minimize the need for 

pumping large volumes to obtain representative samples. 

For higher capacity flows, the Westbay system can also include pumping ports that are opened 

or closed with a special tool lowered from inside the casing.  

B.4.4 Waterloo/Solinst Multilevel Monitoring System 

The Waterloo Monitoring System came out of the University of Waterloo in the early 1980s 

(Cherry and Johnson, 1982) and was later adapted for commercial distribution by Solinst of 

Georgetown, Ontario (Figure B-24 second from right).   

The System uses modular casing and monitoring ports.  The casing is made of PVC plastic with 

a flush outer diameter of 56-mm.  The ports are constructed of either PVC or stainless steel.  
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The non-threaded pipe joints connect to one another without turning, with nylon shear wires 

holding the joints in place and o-rings making the seals.   

The annulus between the casing and the borehole wall can be sealed using a variety of 

methods including: 

 Inflatable packers, which allow removal of the system; 

 Cement or bentonite grouting with sand intervals at the ports; and 

 Self-inflating packers that contain a polymer that swells on contact with water. 

The monitoring intervals have several types of completions which involve: 

 Single 8-mm tubes; 

 Small diameter air-driven pumps that are dedicated to a monitoring port; and 

 Pressure transducer for head measurements. 

The number of monitoring intervals is controlled by the 50-mm inner diameter of the casing and 

the choices of port completions.  The casing can accommodate up to 15 8-mm tubes or 24 

pressure transducer lines.  Adding pumps reduces the number of intervals, but still allows up to 

six zones using open tubes for pressure monitoring or eight zones if pressure transducers are 

used. 

Continuous Multichannel Tubing (CMT) is an approach that allows a single standpipe to monitor 

up to seven intervals.  It was also developed at the University of Waterloo (Einarson and Cherry, 

2002) and has been commercialized by Solinst.  This system avoids the handling challenges of 

large numbers of tubes and wires by employing a single high-density polyethylene pipe with six 

hexagonally symmetric chambers around a central chamber.  The 43-mm diameter pipe is 

flexible and installs in a single continuous length.  The monitoring intervals are accessed by 

drilling holes into the appropriate chamber of the pipe, and covering the holes with screen, 

except for the central chamber, which monitors the bottom of the hole.  The isolation of the 

intervals is achieved by grouting the pipe into the borehole with sand around the monitoring 

interval or by using external packers that are inflatable or filled with water-expansive clays 

(bentonite).   
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B.4.5 Flexible Liner Systems 

Flexible liner systems are a major departure from other monitoring approaches.  The developer 

and provider of this technology is FLUTe (Flexible Liner Underground Technologies, LLC).  The 

technology is about twenty years old, and there is a significant track record of installation and 

use (Cherry et al., 2006). 

The liner is a thin, flexible tube made of an impervious, coated fabric that is emplaced in a 

borehole (Figure B-24, left).   The liner comes inverted, or inside-out, on a reel.  The end of the 

liner is attached to a collar at the wellhead, and the liner is lowered by filling it with water from 

the surface.  Once installed, the internal water pressure of the liner provides a seal along the 

borehole wall as long as the hydraulic heads at depth do not have values above ground surface 

elevation. 

The descending liner displaces the water in the well into the rock as it is lowered, and the rate of 

descent depends on the transmissivity of the borehole below the depth where the liner has 

advanced.  When the liner advances past a transmissive fracture, that fracture no longer takes 

the water being displaced by the liner installation, thus decreasing the installation rate.  The 

changes in the rate of liner descent can be quantified to produce a flow log that identifies the 

locations and transmissivities of the main fractures (Keller et al., 2006). 

As the liner goes into the hole, spacers are added to the liner’s outer surface to create a gap 

between the liner and the borehole wall.  These gaps make up the monitoring intervals.  Tubes 

welded into the liner wall from the inside run from the monitoring interval to the surface providing 

access for sampling and head monitoring.  Groundwater sampling uses two tubes.  One tube 

fills with water from the monitoring interval.  When the water is to be sampled, the water in the 

sampling tube is purged with gas, and the water is evacuated through the second tube.   

If the main sampling tube has a larger diameter than about 13 mm, a conventional water level 

probe can be used to measure the head.  Otherwise, pressure transducers can be installed with 

the liner to monitor head values. 
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B.4.6 Other Approaches and Fully Grouted Piezometers 

The integrated systems described above bring the control tubes and access lines up the interior 

of the casing.  An alternative approach brings the lines up the exterior of the casing, or support 

piping.  Baski, Inc., for example, makes packer systems that can be configured for multiple 

monitoring zones.  These commonly use conventional pipe or drill tubing for the support in the 

well.   Baski uses air-actuated pumping ports that open specific intervals inside the pipe to 

packer-isolated intervals in the well.  The advantage of these ports over those used in the 

modular systems discussed above (with the exception of the Westbay system), is a higher flow  

capacity for pumping or treatment, albeit with disadvantages of fewer pumping intervals, and a 

need to purge the pipe when changing pumping intervals. 

For pressure monitoring only, a system can often be designed using off-the-shelf packers with 

pressure or electrical feed throughs.  These require more design effort, but can be efficient and 

cost-effective. 

The simplest pressure monitoring approach is the fully-grouted piezometer (Figure B-24 right).  

A fully-grouted piezometer is simply a set of pressure gauges that are cemented into a borehole 

at different depths of interest (McKenna, 1969; Mikkelsen, 2002; Contreras et al., 2008).  This 

can be a surprisingly effective, low-cost approach if pressure is the only interest for monitoring 

and the transient pressure changes are not too rapid.  The fact that grouted piezometers work at 

all is somewhat counter-intuitive; however, two factors work in their favour (Economides, 1990; 

Vaughan, 1969).  Even though cements have low hydraulic conductivity, the pore volume of 

cement that must equilibrate with nearby rock fractures is not large, especially if the sensors are 

placed at the depths of flowing fractures.  The cement can be significantly more permeable than 

the rock and yet still provide enough isolation to give good head values.  This paradox is readily 

explained by equating a simple expression for the flow, Qf

2π ln( / )f f wQ T h R r= ∆

,  from the fracture to the borehole, 

given by the Theim equation or , with the flow along the well through the 

cement seal, Qw w wQ KA h l= ∆, given by Darcy’s Law, or , where T is fracture transmissivity, 

R/rw is the ratio of radius of influence to well radius, ∆hf is the head difference between the 

fracture and the well, ∆hw is the head difference between two fractures along a well,  A is the 

cross-sectional area of the cement, and l is the distance between the monitoring points.   
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The cement can be more conductive than the rock, even by multiple orders of magnitude, and 

still give good readings, because the efficiency of flow along the borehole is much less efficient 

than the flow into the borehole, which has a cylindrical geometry. 

Any pressure sensor can be grouted into a borehole in this manner.  The approach was 

particularly promoted by Slope Indicator using their pneumatic diaphragm gauges.   Pneumatic 

diaphragm gauges are non-electronic.  Each gauge has two small diameter tubes that run from 

the surface to the gauge.  The tubes port to a surface that is covered by a rubber diaphragm.  

Water pressure on the outside pushes the diaphragm against the surface cutting off the 

connection between the tubes.   To take reading, a technician applies air pressure to one of the 

tubes.  When the air pressure exceeds the water pressure, the diaphragm lifts from the surface 

establishing a connection to the second tube, which begins to flow air. 

B.4.6.1 Monitoring Systems Summary 

The importance of employing multipoint monitoring systems cannot be over-emphasized for 

both proper management of boreholes to limit their effect on spreading contamination and as a 

tool for site characterisation and monitoring.  Perhaps the greatest sin in site characterisation is 

leaving wells open to multiple conducting fractures to allow the spread on contaminants to 

previously unaffected rock.   

Monitoring system designs must be conditioned to the key conducting fractures using detailed 

hydraulic characterization methods such as flow logging or packer testing.  The use of other 

geophysical or geological indicators of conductive fractures is not sufficiently reliable.   

Once installed, the pressure should be monitored preferably continuously using automated data 

acquisition systems to monitor both human and natural perturbations of the site.  These 

responses are extremely valuable tools to delineate the fracture network. 
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Figure B-24.  Single-well, multi-zone monitoring systems. 
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C- APPENDIX C:  MODELING 

C.1 Overview 

Modeling approaches employ continuum methods, discrete feature methods, or some 

combination of the two.  Continuum means that all points in the simulation region are 

interconnected.  The major portion of groundwater methods developed for porous, layered 

media, use this approach, hence it is not surprising that many modellers have looked for ways 

to adapt well-developed codes to fractured media.  The discrete feature approach (DFN) 

represents fracture as two-dimensional features with realistic geometries and properties.  These 

may reduce the simulation to only those elements, or hybrid approaches “pixelate” discrete 

features into a continuum code. 

Among the diverse methods of simulating flow and transport in fractured rock that employ these 

methods are (Figure C-1): 

 Homogeneous model – a single continuum that reduce a fractured rock system 
to a homogenous porous medium. 

 Heterogeneous continuum model - where properties are applied stochastically or 
in a structured way that creates fracture-like aggregations (e.g., Neuman, 2005, 
stochastic continuum). 

 Dual-porosity - codes usually are represented as “sugar-cubes” after Warren and 
Root’s 1963) paper on the topic; however, the mathematics actually represents a 
porous continuum in which storative “lumps” are embedded.  Besides the “lump” 
properties, their major variable is their size and shape, hence spherical model 
represents these lumps as spheres for the purposes of their surface to volume 
relationships.  Dual porosity is the Nelson Type 2 reservoir. 

 Dual-permeability codes where a continuum grid representing the fractures is 
coupled to a continuum grid representing the matrix (or background fractures). 

 Discrete fracture network (DFN) models that simulate flow directly on the fracture 
network (which may also include links to storative volumes for dual porosity 
effects). 

The first route adapts conventional porous media simulators, like MODFLOW, to fractures by 

creating “equivalent” properties of the fracture network, where equivalent means a set of grid-
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scale properties that reproduces that same fluxes, velocities, and porosities as a fracture 

network occupying the same grid-cell volume.  Major fracture zones are inserted by creating 

zones of cells.  The flow solvers may use finite-difference or finite-element approaches. 

Figure C-1. Modeling approaches. 

 

The second route is where DFN models are used to generate two-dimensional networks of line 

elements, or three-dimensional networks of plates or non-planar surfaces that represent the 

fractures.  Depending on the mesher and flow solver, these can accommodate considerable 

complexity of network geometries.  Proponents cite these as geologically realistic, while 

detractors tend to emphasize the difficulty of obtaining the data necessary to build such a 

detailed model. 

Representative codes for these approaches are presented in the following sections. 
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C.2 Porous Continuum Codes 

C.2.1 MODFLOW 

MODFLOW is a widely used code for groundwater flow modeling in porous media.  It is a three-

dimensional block-centered finite difference groundwater flow simulator developed by the U.S. 

Geological Survey (USGS) since the early 1980’s.  In the 1990’s, the linking of this model to the 

graphical user interface has facilitated the application of this code.  

MODFLOW calculates the transfer of groundwater between porous continuum cells.  Each cell 

has a specific hydraulic conductivity and storativity value.  The transmissivity of the cells can be 

obtained by multiplying the hydraulic conductivity by the saturated thickness.  Dry cells, where 

hydraulic head’s elevation is lower than that of the cells, are considered inactive by MODFLOW.   

The presence of fractures can be reproduced, in part, by creating an anisotropic porous 

continuum.  For example, an aquifer with a well developed horizontal fracture system could be 

represented in MODFLOW by a porous continuum having a strong vertical anisotropy.  

However, only orthogonal anisotropy is considered by MODFLOW.  Another way of 

representing fractures in MODFLOW is to create a zone of high hydraulic conductivity.  Mun and 

Uchrin (2004) do this by assigning higher conductivity cells using a percolation approach that 

creates preferred connectivities.  The thickness of such a zone is usually small and requires a 

significant refinement of the grid around these features.  This could lead to a spatial 

discretisation error because in MODFLOW, each grid refinement operation made on a layer, 

column or row is extended to the entire model domain.   The process of creating equivalent 

porous media from fracture networks is called upscaling and is discussed fracture under fracture 

network models. 

MODFLOW does not simulate solute transport, which is modeled with an external finite 

difference code like MT3D99 and RT3D that reads the advective component from the 

MODFLOW flow field.  Seepage velocity is calculated by dividing the Darcy flux obtained by 

MODFLOW by the effective porosity of bedrock.  This parameter thus represents the porosity of 

rock available that contributes to the fluid flow.  MT3D99 and RT3D can simulate multi-species 

reactive transport of organic compounds.  For example, these codes can be used for the 

modeling of natural attenuation of petroleum hydrocarbon or chlorinated solvents or for the 
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optimization of bioremediation systems.  In summary, MODFLOW is essentially a model 

applicable to porous media aquifer with a simple geometry.  The finite difference discretisation 

on orthogonal grids restricts the application of this model to more complex aquifers.  

Furthermore, the finite difference solver becomes unstable when there are large contrasts in 

properties between adjacent elements, which are common in fracture networks.  Documentation 

on MODFLOW can be obtained online at this address:   

http://water.usgs.gov/nrp/gwsoftware/modflow2000/modflow2000.html Documentations about 

RT3D are available at this website: http://bioprocess.pnl.gov/rt3d.htm.   

C.2.2 FEFLOW 

FEFLOW is a three-dimensional finite element variably-saturated flow, contaminant transport 

and heat transfer simulator developed by Wasy GmBH since the 1970’s.  It is a completely 

integrated system from simulation engine to graphical user interface.  This model has gained 

considerable popularity in the past 10 years and it is now as extensively used as MODFLOW.  

The main attraction of a finite-element over a finite-difference code is the freedom from the 

limitations of orthogonal grids, which can reproduce well planar-bedded sediments, but have 

difficulty representing even relatively simple fracture network geometries. 

FEFLOW provides 1D and 2D discrete feature elements which can be integrated to (or added 

to) the porous matrix elements.  Different laws of fluid motion can be defined within such 

discrete features, e.g., Darcy, Hagen-Poiseuille or Manning-Strickler laws. Both the geometric 

and physical characteristics of the discrete feature elements provide a large flexibility in 

modeling underground features such as fractures, faults, mine stopes or tunnels (Figure C-2).  

FEFLOW does not provide random fracture generators; they are assigned manually along 

element edges.  The application of discrete feature elements is restrictive when representing a 

complex fracture system.   

FEFLOW can simulate multi-species reactive solute transport.  However, a user-defined 

chemical reaction module has to be programmed in order to execute the modeling. Dual 

porosity can be modeled in FEFLOW, using a multi-species approach. In this case, a first 

species denotes the solute in the mobile pore space and a second species acts as the solute in 

the immobile pore space. The exchange rate between both species is controlled by a reaction 

term (similar to that of a chemical reaction).  

http://water.usgs.gov/nrp/gwsoftware/modflow2000/modflow2000.html�
http://bioprocess.pnl.gov/rt3d.htm�
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In summary, FEFLOW is a useful tool for groundwater modeling in a complex geometry porous 

media aquifer because of its GIS-linked graphical user-interface and finite element 

discretisation.  Fracture flow can be simulated with FEFLOW but the lack of random fractures 

generators narrows its usage for a simple fracture feature. 

Documentation on FEFLOW can be obtained online at http://www.feflow.info/28.html.   

 

Figure C-2. Example of 1-D discrete feature assigned along elements edge used in FEFLOW to simulate 
the dewatering of an underground mine.  The black line represents 1-D horizontal discrete feature 
(drift) and the black circle represents 1-D vertical discrete feature (stopes). 
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C.3 Fracture Network Models 

C.3.1 Finite Element DFN Models 

This section discusses DFN models that mainly address only the fracture network and not the 

matrix.  They tend to honour the fracture network geometry to a high level of detail.  The DFN 

modeling approaches achieve a level of efficiency and practicality in three dimensions by 

addressing only the fracture network and not discretizing the matrix between the fractures.  

Thus a DFN model of this type is an assemblage of two-dimensional models, one for each 

fracture, that link in three-dimensional space, just as real fractures do.  Dual porosity behaviours 

and matrix diffusion are covered by simulating the interactions of each element in the model 

with a volume of storage that is associated with each element.  This approach can reproduce 

the retardation effects of matrix interactions, without having to fully discretize a complex, three-

dimensional volume between fractures. 

Transport in DFN models is usually handled using particle-tracking codes that release numerical 

particles at contaminant source locations and track their progress through the network to the 

ultimate sinks.  In the absence of matrix diffusion or chemical retardation effects, these particles 

move with the advective velocity of the fracture flow.  If there is retardation, the code calculates 

the diminished velocity that these effects would cause. 

Discrete fracture network models rose out of several dissertations in the early 1980’s (Long, 

1982; Dershowitz, 1984; Dershowitz et al., 1998; Robinson, 1984; Cacas et al., 1990; 

Andersson and Dverstorp, 1987) among others. 

The DFN model was initially conceived as a stochastic, Monte Carlo approach.  During the prior 

two decades, there was a major advance in the stochastic description of fracture geometries 

that laid a foundation for describing the probability density functions of size, intensity, and 

orientation.  It was a logical step to move from stochastic descriptions of geometry to create 

Monte Carlo generators of fractures as either one-dimensional line objects in a two-dimensional 

space, or planar objects in 3-dimensional space.  In principle, a large number of realizations 

(that is, random generations sampling from the probability density functions) would capture the 

uncertainty in a fracture network.  The nuclear regulatory authorities’ taste for probabilistic 
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simulation fit well with this modeling approach, as radioactive waste disposal became a major 

consumer and driver of fracture-flow simulation from the early 1980s through the present.  

The key step toward a DFN flow simulator involved discretizing the generated fractures into line 

or plane elements and applying a flow solver to simulate fluid movements.  The Stripa Project, 

which was discussed in the introduction, provided a forum for testing DFN codes with site data 

in the late 1980’s until the end of the project in 1992.  The countries with crystalline rock 

repository programs, Sweden, Finland, Japan, and Switzerland, continue to be major 

developers of this approach. 

Some of the commercial DFN codes in use today are FRACAS, which is a French code 

developed at the Institut Francais du Petrol (IFP), which grew from Marie Cacas’ Ecole des 

Mines dissertation, NAPSAC, from the UK which came out of Robinson’s Oxford University 

dissertation, and FracMan, which came from Dershowitz’s  (1984) MIT doctoral work.  FRACAS 

is mainly a petroleum code (Cacas et al., 1990), and uses pipe flow networks for its flow 

simulation.  NAPSAC and FracMan fully discretize fractures into finite elements for flow solution. 

The main steps in a DFN analysis as applied in FracMan are the following: 

 Analysis of fracture geometric data to define probability density functions (pdf’s)  
of intensity, size, orientation, and hydraulic properties; 

 Identification of major fractures and fracture zones that are defined in the model 
deterministically;  

 Generation of a stochastic fracture network in three-dimensions by Monte Carlo 
sampling of the geometric pdf’s; 

 Discretisation of the network into finite elements for solution of flow and transport; 
and  

 Solving the flow equations and producing visualization of results. 

The second step was not part of the original models, but became so during the Stripa Project.  

The Stripa Project used an experiment called the “Site Characterization and Validation” 

experiment, which consisted of a series of characterization steps and simulations with the goal 

of predicting the results of the flow and transport experiments.  These experiments focussed on 

a block of rock, roughly cubic in form with side dimensions of about 100 meters.  Within the 
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block were several major fracture zones that clearly controlled the flow in the block and had to 

be inserted into the model in their correct positions.  A purely stochastic model would reproduce 

features like the major structures, but having them land in their correct locations would require a 

very high degree of luck. 

Except for scales of a few tens of meters, a DFN simulation cannot include all the fractures in a 

normally-fractured rock mass.  The response of modeling larger scales has been to either (1) 

truncate the fracture population in the model at some low-size cut-off, or (2) upscale the 

simulation to a continuum simulation. 

Upscaling means superposing a MODFLOW-like grid on a fracture network, and determining 

the equivalent flow and velocity for each grid cell.  These flows support the calculations of grid 

cell directional conductivities and porosities.   

The most straightforward means of dong this calculation involves (1) isolating the fractures 

within a grid cell, (2) applying constant heads to create gradients across opposite faces, and (3) 

calculating the flux in each of the three orthogonal directions.  Rotation of the cell can produce 

the full three-dimensional tensor.  This calculation is, however, sensitive to the boundary 

condition applied to the remaining four block sides.  Using no-flow boundaries on these flow-

parallel surfaces disconnects pathways that may pass out of the grid-cell volume and return in 

the full network.   Other boundaries, like linear head with distance create artificial connections 

that similarly may not exist.  Jackson (2000) has proposed using a larger block than the grid cell 

for applying boundary conditions and then measuring the flux across grid cell face.  

Rather than do a flow simulation on each grid block, a faster approach to upscaling analyses the 

effective permeability tensor directly from the fracture network geometry and hydraulic 

properties using the Oda tensor (Oda, 1984). 

DFN models have achieved a high level of acceptance in the radioactive waste programs, 

especially in the crystalline rock disposal nations.  The models are also being applied 

extensively in the oil industry, though they have been slow to catch on in contaminant 

hydrogeology. 



March 2010 C -9  Project No. 0814360101 

 

   

 

C.3.2 HYDROGEOSPHERE 

HYDROGEOSPHERE is a finite-element numerical model that solves the three-dimensional 

variably-saturated groundwater and contaminant transport equations in non-fractured or 

discretely-fractured media (Theirren and Sudicky, 1996, 2006; Slough et al., 1999; Graf and 

Theirren, 2007). The code was developed initially out of the University of Waterloo as a two-

dimensional code, Frad2D, and later three-dimensional code, Frac 3DVS.  This model was 

initially released in 1995.  HYDROGEOSPHERE is the fully-coupled subsurface/surface water 

version of FRAC3VS with improvements to the graphical-user interface.  The user has to 

prepare a list of commands to be read by a pre-processor.  The pre-processor can read 

Groundwater Modeling System (GMS) or Gridbuilder files for grid generation, boundary 

conditions and geological material distribution.  The linking of HYDROGREOSPHERE to the 

graphical-user interfaces enables this model to be applied to complex geometry aquifer.   

Fractures are represented as idealized two-dimensional parallel plates assigned to a set of 

selected element faces.  The user has to generate a porous media mesh (the matrix) and 

assign a fracture afterward.  A fractures network with random locations, lengths and apertures 

can be generated with HYDROGREOSPHERE in an orthogonal domain (i.e., composed of 8-

node block elements).  This means that inclined fractures cannot be generated with this 

function.   

HYDROGREOSPHERE can simulate multi-species reactive solute transport and dual porosity 

transport.  The fact that fractures are integrated into a porous continuum matrix makes it a great 

tool for assessing fluid and mass exchanges between fractures and matrix.   

HYDROGEOSPHERE is a robust model and a good option for simulating variably-saturated 

flow where numerical convergence problem is expected (complex aquifer geometry, sharp 

hydraulic conductivity contrast, unsaturated flow, etc).  Unlike FEFLOW, HYDROGEOSPHERE 

can create a random fracture network, although it must be orthogonal as it uses a finite-

difference simulator. 

Compared with continuum codes like MODFLOW, HYDROGEOSPHERE is explicitly developed 

for fracture networks and it handles the matrix-fracture interactions.  Compared with DFN codes, 

the orthogonal network limits the possible fracture geometries; however, it does have explicit 
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matrix blocks.  What it may lose to fracture geometric faithfulness, it compensates with realistic 

fracture-matrix interaction.  

C.4 Guidance for Model Usage 

The topic of modeling fluid flow in fractured rock is not settled in the literature. Fracture network 

(DFN) models endeavour to reproduce the geometry and properties of the natural system.  

These methods have advanced beyond being research tools.  They are established as the basis 

for radioactive waste siting studies in Sweden and Finland, and they are seeing widespread 

application in the oil and gas industry.  They are less applied in contaminant hydrogeology; 

however, the Hydrogeophere model is capable of addressing key issues in multiphase, variable 

density, and multi-porosity flow, though it is not the code that addresses the most complex 

fracture networks. 

Fracture network models have strong critics, especially Neuman (2005) who argues instead for 

geostatistically-conditioned stochastic-continuum approaches.  The most common critiques of 

fracture network models focus on a perceived impracticality of obtaining sufficient data to build 

the models.  This concern has been addressed partly by the development of flow logging 

methods that provide much of the needed detail.  There is also misconception that fracture 

network models are purely stochastic models and only build fracture networks by Monte Carlo 

methods. 

Where there is a consensus, including Neuman (2005), is the need for models to include the 

important or controlling fractures.  Just as a hydrogeologist would be ridiculed for building a 

MODFLOW simulation by lumping all the aquifers and aquitards into a homogeneous model, so 

a fracture model cannot be considered adequate unless it captures the essential properties and 

geometries of the key fractures. 

The key fractures will be different in different settings.  They may be faults, exfoliation joints, 

bedding or foliation fractures, solution-enhanced karstic features, or fold-hinge concentrated 

fractures.  The list of possible features is extensive.  Some can be simulated within the 

constraints of orthogonal finite-difference grids, while others may require a complex geometry 

that only a finite-element grid can provide.   
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This does not mean the smaller fractures can be ignored.  They are often key for providing 

storage, connectivity, and diffusion-space.  But they are more amenable to be treated either as 

stochastic background features in a DFN model, or as continuum cells with equivalent, or 

upscaled stochastic properties.  Either approach is well established in practice. 

The choice of model must be conditioned by its ability to represent the geometry of the 

controlling features and the physics of the important processes.  If matrix diffusion is important, 

the model must be able to simulate it.  If the issue is density-driven multiphase flow, the model 

must simulate that as well. 
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Figure C-3. Example of discrete fracture network model: Top: Layered North Sea reservoir with major 
faults, Bottom, well test simulation with simulated derivative curve (Golder Associates). 
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Figure C-4. Upscaling fracture network models. 
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Figure C-5:  Example of a finite-element mesh, discrete fractures, and contaminant transport 
simulation using HYDROGEOSPHERE.   

The fractures (middle picture) are assigned to faces of a pre-defined porous continuum 
mesh (top pictures). 



March 2010 D -1  Project No. 0814360101 

 

   

 

D- APPENDIX D:  REFERENCES 

Adepelumi, A., M. Yi, J. Kim, B.  Ako, and J. Son, 2006, Integration of surface geophysical 
methods for fracture detection in crystalline bedrocks of southwestern Nigeria, 
Hydrogeology Journal v.  14, p. 1284-1306. 

al-Hagrey, S.A., 1994,  Electric study of fracture anisotropy at Falkenberg, Germany , 
Geophysics,  v.  59, p.  881-888. 

Andersson, J., and B. Dverstorp, 1987, Conditional simulations of fluid flow in three-dimensional 
networks of discrete fractures, Water Resources Research., v. 23, p. 1876-1886. 

Andersson, J., and B. Dverstorp, 1987, Conditional simulations of fluid flow in three-dimensional 
networks of discrete fractures, Water Resources Research., v. 23, p. 1876–1886. 

Andersson, P., J.  Byegård, E. Tullborg, T. Doe, J.Hermanson, and  A. Winberg, 2004, In situ 
tracer tests to determine retention properties of a block scale fracture network in granitic 
rock at the Äspö Hard Rock Laboratory, Sweden , Journal of Contaminant Hydrology, v. 70, 
p.  271-297. 

Ando, K, A. Kostner, and S. Neuman, 2003, Stochastic continuum modeling of flow and 
transport in a crystalline rock mass: Fanay-Augères, France, revisited,  Hydrogeology  
Journal, v. 11, p. :521–535. 

Baecher, G., 1983, Statistical analysis of frock fracturing, Mathematical Geology, v. 15, p. 329-
347.B60. 

Baecher, G., N. Lanney, and H. Einstein, 1977, Statistical description of rock properties and 
sampling, Proceedings of 18th Symposium on Rock Mechanics,  University of Nevada-
Reno, p. 5C1-1 – 5C1-8. 

Banks, D., E. Rhr-Thorp, and H. Skarphagen, Groundwater resources in hard rock: experiences 
from the Hvaler study southeastern Norway, Applied Hydrogeology, v. 2 p.  33. 

Barker, J. A., 1988, A generalized radial flow model for hydraulic tests in fractured rock, Water 
Resources Research, v. 24, p. 1796– 1804. 

Barker, J. A. J. H. Black. 1983. Slug tests in fissured aquifers. Water Resources Research v. 19, 
no. 6, pp. 1558–1564. 

Barton C., and E. Larson, 1985, Fractal geometry of two-dimensional fractures networks at 
Yucca Mountain, Southwest Nevada. In: Stephanson O (ed) Proceedings of the international 
symposium on fundamentals of rock joints. Centek, Lulea, p 582. 

Barton, C., and M. Zoback, 1990, Self-similar distribution of macroscopic features at the Cajon 
Pass scientific drillhole, in N. Barton and O. Stefansson, ed., International Symposium on 
Rock Joints, Loen, Norway, Balkema, p. 163-170. 



March 2010 D -2  Project No. 0814360101 

 

   

 

Batayneh, A., G. Haddadin and U. Toubasi, 1999, Using the head-on resistivity method for 
shallow rock fracture investigations, Ajlun, Jordan:  Journal of Environmental & Engineering 
Geophysics, v. 4, p. 179-184. 

Bazalgette, L.  and  J.-P. Petit, 2007, Fold amplification and style transition involving fractured 
dip-domain boundaries: buckling experiments in brittle paraffin wax multilayers and 
comparison with natural examples, Geological Society, London, Special Publications, v. 
270; p. 157-169. 

Bear J., 1972, Dynamics of fluids in porous media. Elsevier, New York, 764 pp. 

Beauheim, R. and R. Roberts, 2002, Hydrology and hydraulic properties of a bedded evaporite 
formation, Journal of Hydrology, v. 259, p. 66-68. 

Becker, M., and A. Shapiro, 2000, Tracer transport in fractured crystalline rock: evidence of non-
diffusive breakthrough tailing, Water Resources Research, v. 36, p. 1277-1686. 

Berkowitz, B., 2002, Characterizing flow and transport in fractured geological media - A Review, 
Advances in Water Resources, v. 25, p. 861-884. 

Bianchi L. and D. Snow D, 1968, Permeability of crystalline rock interpreted from measured 
orientations and apertures of fractures. Ann Arid Zone 8: 231–245. 

Birgersson, L. and I. Neretnieks, 1990, Diffusion in the matrix of granitic rock field test in the 
Stripa Mine Water Resources Research, v. 26, p.  2833-2842. 

Black, W.H., H.R. Smith, and F.D. Patton. 1986. Multiple-level ground-water monitoring with the 
MP system. In Proceedings of the Conference on Surface and Borehole Geophysical 
Methods and Ground Water Instrumentation. Dublin, Ohio: National Water Well Association. 

Boadu, K., J. Gyamfi, and E. Owusu, 2005, Determining subsurface fracture characteristics from 
azimuthal resistivity surveys: A case study at Nsawam, Ghana, Geophysics, v. 70, p. b35–
b42. 

Bodvarsson, G. , C. Ho, and B.Robinson, 2003, Preface to Special Issue on the Yucca 
Mountain Project, Journal of Contaminant Hydrology, Volumes 62-63, April-May 2003, 
Pages 1-2. 

Bonnet, E., O. Bour,  N. Odling, P. Davy, I. Main,  P. Cowie, and B. Berkowitz, 2001, Scaling of 
fracture systems in geological media:  Reviews of Geophysics, v. 39, p. 347–383. 

Bourdet, D., Whittle, T.M., Douglas, A.A., Pirard, Y.M., 1983. A new set of type curves simplifies 
well test analysis. World Oil May, 95-106. 

Bouwer and Rice 1976. A slug test for determining hydraulic conductivity of unconfined aquifers 
with completely or partially penetrating wells, Water Resources Research v. 12, p. 423-428. 

Braathen A., P. T. Osmundsen, R. H. Gabrielsen (2004), Dynamic development of fault rocks in 
a crustal-scale detachment: An example from western Norway, Tectonics, 23, TC4010. 



March 2010 D -3  Project No. 0814360101 

 

   

 

Braester, C., and R. Thunvik, 1984. Determination of formation permeability by double-packer 
tests. Journal of  Hydrology, v. 72, p. 375–389. 

Brassington, F. and S. Walthall, 1985, Field techniques using borehole packers in 
hydrogeological investigations, Quarterly Journal of Engineering Geology, v. 18, p. 181-193. 

Bronley, J., B. Mannström, D. Nisca, and A. Jamtid, 1994, Airborne geophysics: application to a 
groundwater study in Botswana: Ground Water, v. 32,  p. 79-90. 

Butler, J., 1997, The Design, Performance, and Analysis of Slug Tests, Lewis Publishers. 

Cacas, M. C., E. Ledoux, G. Demarsily, A. Barbreau, P. Calmels, B. Gaillard, and R. Margritta, 
1990, Modeling fracture flow with a stochastic discrete fracture network: Calibration and 
validation-2. The transport model, Water Resources Research, v. 26, 491- 500. 

Cacas, M. C., E. Ledoux, G. Demarsily, A. Barbreau, P. Calmels, B. Gaillard, and R. Margritta, 
1990, Modeling fracture flow with a stochastic discrete fracture network: Calibration and 
validation—2. The transport model, Water Resources Research, v. 26, 491– 500. 

Caine, J. S., Evans, J. P. and Forster, C. B. (1996) Fault zone architecture and permeability 
structure. Geology v. 24, p. 10255-1028. 

Carlson, H., 1986, Update: The Stripa Project: A progress report from the test station in a old 
Swedish iron mine, International Atomic Energy Agency Bulletin, v. AEA Bulletin, v. 28, pp. 
25-28. 

Carslaw, H. and  JC Jaeger, 1959, Conduction of heat in solids.  Oxford: Clarendon Press. 

Chakrabarty, C. and C. Enachescu, 1997,  Using the deconvolution approach for slug test 
analysis, theory and application, Ground Water v. 35, p. 797-806. 

Chandler, N., 2003, Twenty years of underground research at Canada’s URL, Proceedings 
Waste Management ’03, Materials Research Society, Tucson 
(http://www.wmsym.org/archives/2003/pdfs/118.pdf). 

Chang, J., and Y. C. Yortsos, 1990, Pressure-transient analysis of fractal reservoirs, SPE Form. 
Eval., v. 5, p. 31–38. 

Cherry, J., B. Parker, and C. Keller, 2007, A new depth-discrete multilevel monitoring approach 
for fractured rock, Ground Water Monitoring & Remediation, v. 27, pp. 57–70. 

Cherry, J.A., and P.E. Johnson. 1982. A multilevel device for monitoring in fractured rock. 
Ground Water Monitoring Review 2, no. 3: 41–44. 

Chesnaux, R. D. Allen, and S. Jenni, 2009, Regional fracture network permeability using 
outcrop scale measurements, Engineering Geology, v. 108, p. 259-271. 

Chown, J., B. Kueper, and D. McWhorter, 1997, The use of hydraulic gradients to arrest 
downward DNAPL migration in rock fractures. Ground Water v. 35, p. 483-491. 



March 2010 D -4  Project No. 0814360101 

 

   

 

Cohen, A. , K. Karasaki, S. Benson, G. Bodvarsson, B. Freifeld, P. Benito, P. Cook, J. Clyde, K. 
Grossenbacher, 1996, Hydrogeologic Characterization of Fractured Rock Formations: A 
Guide for Groundwater Remediators, US Environmental Protection Agency, EPA/600/S-
96/001. 

Contreras. I., A. Grosser, R. Ver Strate,  The use of the fully-grouted method for piezometer 
installation,  Geotechnical News, pp 30 - 37, Vol 26, June 2008. 

Cooper,H ., J. Bredehoeft,and S. Papadopulos, 1967, Response of a finite-diameter well to an 
instantaneous charge of water, Water Resources Research, v. 3, p. 263-269. 

Cosma, C.,O. Olsson, J. Keskinen, and P. Heikkinen, 2001, Seismic characterization of fracture 
at the Äspö hard rock laboratory, from the kilometer scale to the meter scale: International 
Journal of Rock Mechanics and Mining Sciences, v. 38, p. 859-865. 

Davidson, C., 1984, Monitoring hydrogeological conditions in fractured rock at the site of 
Canada's Underground Research Laboratory,  Ground Water Monitoring & Remediation, v. 
4, p. 95-102. 

Day-Lewis F. D., J. W. Lane Jr., J. M. Harris, S. M. Gorelick, 2003, Time-lapse imaging of 
saline-tracer transport in fractured rock using difference-attenuation radar tomography, 
Water Resources Research, 39 (10), 1290, doi:10.1029/2002WR001722, 2003. 

Day-Lewis, F., J. Lane, S. Gorelick, 2006, Combined interpretation of radar, hydraulic, and 
tracer data from a fractured-rock aquifer near Mirror Lake, New Hampshire, USA,  
Hydrogeology Journal, v.  14, p. 1–14. 

Delouvrier, J. and J. Delay, 2004, Multi-level Groundwater Pressure Monitoring at the 
Meuse/Haute-Marne Underground Research Laboratory, France,  Lecture Notes in Earth 
Sciences: Engineering Geology for Infrastructure Planning in Europe, Springer Verlag, p. 
377-384. 

Dershowitz W., Einstein H. (1988) Characterizing rock joint geometry with joint system models. 
Rock Mech Rock Eng, v. 21, p. 21–51. 

Dershowitz, W. S., 1984. "Rock Joint Systems," Ph.D. Dissertation, Massachusetts Institute of 
Technology, Cambridge, MA. 

Dershowitz, W. S., and H.H. Einstein, 1988. Characterizing Rock Joint Geometry with Joint 
System Models. Rock Mechanics and Rock Engineering v. 1, n. 1, p. 21-51. 

Dershowitz, W., G. Lee, J. Geier, T. Foxford, P. LaPointe, and A. Thomas, 1998, FracMan 
Interactive Discrete Feature, Code, User Documentation v. 2.6, Golder Associates, Seattle 
WA. 

Dershowitz, W., G. Lee, J. Geier, T. Foxford, P. LaPointe, and A. Thomas, 1998, FracMan 
Interactive Discrete Feature, Data, Analysis,  Geometric Modeling, and Exploration 
Simulation, User Documentation v. 2.6, Golder Associates, Seattle WA. 



March 2010 D -5  Project No. 0814360101 

 

   

 

Doe, T. W., J. Osnes, M. KenricK, J. Geier, and S. Warner, 1987, Design of borehole testing 
programs for waste disposal sites in crystalline rock, in Proceedings of the Sixth 
International Congress on Rock Mechanics, edited by G. Herget and S. Vongpaisal, pp. 
1377-1398, A. A. Balkema, Brookfield, Vt. 

Doe, T., J. Geier and J. Osnes, 1989, Estimation of fracture length and conductivities using 
closely spaced well tests.  Proceedings of the Third NEA/SKB Symposium on In Situ 
Experiments Associated with the Disposal of Radioactive Waste, Stockholm, September, p. 
200-217. 

Doe, T., 2001, What do drops do?, Conceptual Models of Flow and Transport in the Fractured 
Vadose Zone, Paul A. Hsieh, Chair, National Academies Press, Washington D.C., p. 243-
270. 

Doe, T.W. and J.E. Geier, 1990, "Interpretation of Fracture System Geometry Using Well Test 
Data," SKB Stripa Project Technical Report 90-03, SKB, Stockholm. 

Doughty C., S. Takeuchi, K. Amano, M. Shimo, and C.-F. Tsang. 2005. Application of multirate 
flowing fluid electric conductivity logging method to well DH-2, Tono Site, Japan. Water 
Resources Research 41, W10401: 1–16. 

Dragila, M.  and S. Wheatcraft, 2001, Free-Surface Films, Conceptual Models of Flow and 
Transport in the Fractured Vadose Zone, Paul A. Hsieh, Chair, National Academies Press, 
Washington D.C., p. 217-242. 

Dutta, S. , N. Krishnamurthy, T. Arora, V. A. Rao,  S. Ahmed,  J. M. Baltassat, 2006, 
Localization of water bearing fractured zones in a hard rock area using integrated 
geophysical techniques in Andhra Pradesh, India, Hydrogeology Journal v. 14, p. 760-766. 

Dverstorp, B., and J. Andersson, 1989,, Application of the discrete fracture network concept with 
field data: Possibilities of model calibration and validation, Water Resources Research, v. 
25, p. 540-550. 

Economides, M., 1990, Implications of cementing on well performance. in E.B. Nelson, ed., Well 
Cementing, Developments in Petroleum Science 28, Elsevier, Amsterdam p. 1-1 to 1-6. 

Einarson, M.D.  and J. A., Cherry, 2002, A new multilevel ground water monitoring system using 
multichannel tubing, Ground Water Monitoring & Remediation v. 22, pp. 52-65. 

Einarson, M.D. 2006. Multilevel ground-water monitoring. In Practical Handbook of 
Environmental Site Characterization and Ground-Water Monitoring, 2nd ed, chap. 11, ed. D. 
Nielsen, 808–848. Boca Raton, Florida: CRC Press. 

Endres, A. and J. Greenhouse, 1996, Detection and monitoring of chlorinated solvent 
contamination by thermal neutron logging, Ground Water, v. 34, p. 283-291. 



March 2010 D -6  Project No. 0814360101 

 

   

 

EPA, 2001, The state-of-the-practice of characterization and remediation of contaminated 
ground water at fractured rock sites, ES Environmental Protection Agency, Report EPA 
542R-01-010. 

Faybishenko, B. P.A. Witherspoon, and J. Gale. (eds.) 2005, Dynamics of fluids and transport in 
fractured rock, American Geophysical Union, 2005, 207 pages. 

Faybishenko, B., 2004, Nonlinear dynamics in flow through unsaturated porous media: status 
and perspectives, Reviews of Geophysics, v. 42, 2003RG00125. 

Faybishenko, B., C, Doughty, M. Steiger, J. Long, T. Wood, J. Jacobsen, J., Lore, and P. 
Zawislanski, 2000, Conceptual model of the geometry and physics of water flow in fractured 
basalt vadose zone, Water Resources Research, v. 12,  p. 3499-3520. 

Faybishenko, B., Witherspoon, P.A., and Benson, S.M., eds., Dynamics of fluids in fractured 
rocks: American Geophysical Union Geophysical Monograph 122, 400p. 

Fischer, M., and  M. Wilkerson, 2000, Predicting the orientation of joints from fold shape: 
Results of pseudo–three-dimensional modeling and curvature analysis,  Geology ,  v. 28 ,  
p. 15-18. 

Fisher, N., Statistical Analysis of Circular Data, Cambridge University Press, 1993. 

Foc, A.  P. La Pointe, J. Hermanson, and  Johan Öhman, 2007, Statistical geological discrete 
fracture network model Forrsmark modelling stage 2.2., SKB Technical Report R-07-45., 
272 p. (http://skb.se/upload/publications/pdf/R-07-46webb). 

Fourar, M., S. Bories, R. Lenormand, and P. Persoff, 1993, Two-phase flow in smooth and 
rough fractures: measurement and correlation by porous media and pipe flow models, Water 
Resources Research, v. 29, p. 3699-3708. 

Fransson, Å. , 2002, Nonparametric method for transmissivity distributions along boreholes, 
Ground Water, v. 40, p. 201-204. 

Fransson,  Å. , 2007,  A case study to verify methods for estimating transmissivity distributions 
along boreholes, Hydrogeology Journal , v 15, p. 307-313. 

Ganerød, G. , A. Braathen, B. Willemoes-Wissing,2008, Predictive permeability model of 
extensional faults in crystalline and metamorphic rocks; verification by pre-grouting in two 
sub-sea tunnels, Norway. Journal of Structural Geology 30  993–1004. 

Ghezzehei T. A. (2004), Constraints for flow regimes on smooth fracture surfaces, Water 
Resources Research, 40, W11503, doi:10.1029/2004WR003164. 

Glass, R. and L. Yarrington, 2003, Mechanistic model of fingering, nonmonoticity, 
fragmentation, and pulsation within gravity/buoyant destabilized two-phase/unsaturated flow,  
Water Resources Research, v. 39, p 1058. 



March 2010 D -7  Project No. 0814360101 

 

   

 

Gleeson, T. and K. Novakowski, 2009, Identifying watershed -scale barriers to groundwater 
flow: lineaments in the Canadian Shield, Geological Society of America Bulletin, v. 121m, p. 
333-347. 

Golder Associates, Ltd., 2008, Technical guidance for contaminated sites, Groundwater 
investigation in site assessment, Submitted to Land Remediation Section, B.C. Ministry of 
Environment. 

Golder Associates, Ltd., 2008, Technical guidance for contaminated sites, Groundwater 
investigation in site assessment, Submitted to Land Remediation Section, B.C. Minsitry of 
Environment. 

Goode, D.J., Tiedeman, C.R., Lacombe, P.J., Imbrigiotta, T.E., Shapiro, A.M., and Chapelle, 
F.H., 2007, Contamination in fractured-rock aquifers--Research at the former Naval Air 
Warfare Center, West Trenton, New Jersey: U.S. Geological Survey Fact Sheet 2007-3074, 
2 p. 

Graf, T. and R Therrien, 2007, Variable-density groundwater flow and solute transport in 
irregular 2D fracture networks,  Advances in Water Resources, v.30, p. 455-468. 

Grasmueck, M., 1996, 3-D ground-penetrating radar applied to fracture imaging in gneiss, 
Geophysics, v. 61,  p. 1050-1064 

Grégoire, C. P. Joesten, and J. Lane, 2006, Use of borehole radar reflection logging to monitor 
steam enhanced remediation in fractured limestone - results of numerical modeling and a 
field experiment:  Journal of Applied Geophysics, v. 60, p. 41-54. 

Haggerty, R., S.Fleming, L. Meigs, and S. McKenna, 2001, Tracer test in a fractured dolomite 2. 
analysis of mass transfer in a single well injection-withdrawal test, Water Resources 
Research, v. 37, p. 1129-1142. 

Hardisty, P., H. Wheater, D. Birks and J. Dottridge, 2003, Characterization of LNAPL in 
fractured rock, Quarterly Journal of Engineering Geology and Hydrogeology 2003; v. 36; p. 
343-354. 

Harrar, W. G., L. Murdoch, B. Nilsson, K. Knud,  and E. Klint, 2007 Field characterization of 
vertical bromide transport in a fractured in glacial till, Hydrogeology Journal, v.  15, p. 1473–
1488. 

Heimetz, P. and R. Rajagopalan, 1997, Principles of Colloid and Surface Chemistry, Marcel 
Decker, New York, 650 p.  

Helmke, M.F., W.W. Simpkins, and R. Horton. 2005. Fracture-controlled transport of nitrate and 
atrazine in four Iowa till units. J. Environ. Qual. V. 34, p. 227-236. 

Hitchmough, A., M. Riley, A. Herbert, and J. Tellam, 2007, Estimating the hydraulic properties of 
the fracture network in a sandstone aquifer, Journal of Contaminant Hydrology, v. 93, p. 38-
57. 



March 2010 D -8  Project No. 0814360101 

 

   

 

Horii, H., and S. Nemat-Nasser, 1985, Compression-induced microcrack growth in brittle solids: 
axial splitting and shear failure, J. Geophys. Res., v.  90, 3105-3125. 

Hornby, E. , D. Johnson, K. Winkler, and R. Plumb, 1989, Fracture evaluation using reflected 
Stoneley-wave arrivals, Geophysics, v. 54., p. 1274-1288. 

Hvorslev, M., 1951, Time lag and soil permeability in groundwater observations. Bull. 
Waterways Experiment Station Corps of Engineers. U. S. Army, Vicksburg, Mississippi.,  v. 
36. 50 pp. 

ISRM, International Society for Rock Mechanics, 1978, Suggested methods for the quantitative 
description of discontinuities in rock masses, International Journal of Rock Mechanics and 
Mining Sciences and Geomechanics Abstracts, v. 15, p. 319-368. 

J. Leveinen, 2000, Composite model with fractional flow dimensions for well test analysis in 
fractured rocks, Journal of Hydrology v. 234, p. 116–141. 

James, S. , R. Jepsen, R. Beauheim, W.  Pedler, W. Mandell, 2006, Simulations to Verify 
Horizontal Flow Measurements from a Borehole Flowmeter, Ground Water, v. 44, p. 394-
405. 

Johnson, C.D., Dawson, C.B., Belaval, Marcel, and Lane, J.W., Jr., 2002, An integrated surface-
geophysical investigation of the University of Connecticut landfill, Storrs, Connecticut – 
2000: U.S. Geological Survey Water-Resources Investigations Report 02-4008, 39 p. 

Johnson, C.D., Haeni, F.P., Lane, J.W., Jr., and White, E.A., 2002, Borehole-geophysical 
investigation of the University of Connecticut landfill, Storrs, Connecticut: U.S. Geological 
Survey Water-Resources Investigations Report 01-4033, 187 p. 

Johnson, C.D., Lane, J.W., Jr., Williams, J.H., and Haeni, F.P., 2001, Application of geophysical 
methods to delineate contamination in fractured rock at the University of Connecticut landfill, 
Storrs, Connecticut: in Symposium on the Application of Geophysics to Engineering and 
Environmental Problems, Denver, Colorado, March 4-7, 2001, Proceedings: Wheat Ridge, 
Colo., Environmental and Engineering Geophysical Society,. (also 
http://water.usgs.gov/ogw/bgas/publications/SAGEEP01_135/). 

Juhlin, C. , 1995, Imaging of fracture zones in the Finnsjon area, central Sweden, using the 
seismic reflection method, Geophysics, v. 60, p. 6675. 

Juhlin, C., and M. Stephens, 2006. Gently dipping fracture zones in Paleoproterozoic 
metagranite, Sweden: Evidence from reflection seismic and cored borehole data and 
implications for the disposal of Nuclear waste. J. Geophysical Research, volume 111, 19 p. 

Jury, W. A., W. R. Gardner, and W. H. Gardner, 1991. Soil Physics. 5th ed. Wiley, New York. 

Karasaki, K., B. Freifelda, A. Cohen, K. Grossenbacher, P. Cook, D. Vasco, 2000, A 
multidisciplinary fractured rock characterization study at Raymond field site, Raymond, CA, 
Journal of Hydrology, v. 236, p. 17–34. 



March 2010 D -9  Project No. 0814360101 

 

   

 

Karasaki, K., J.C.S. Long, P. A. Witherspoon. 1988. Analytical models of slug tests. Water 
Resources Research v. 24, no. 1, pp. 115–126. 

Keller, C., G. Van der Kamp, and J. Cherry,  1986,  Fracture permeability and groundwater flow 
in clayey till near Saskatoon, Saskatchewan. Can Geotech J, v. 2, p.229–240. 

Keller, C., J. Cherry, and B. Parker, 2006, Comparison of FLUTe hydraulic profiling results with 
straddle packer measurements, Geological Society of America Annual Meeting Abstracts 
with Programs, Philadelphia, Pa. 

Kemeny, J. and Post, R. 2003. Estimating three-dimensional rock discontinuity orientation from 
digital images of fracture traces, Computers & Geosciences, 29/1, pp. 65-77. 

Kueper, D. and D. McWhorter, 1991, The behavior of dense, nonaqueous phase liquids in 
fractured clay and rock. Ground Water,  v. 29, p. 716-728. 

Kim, J., W. Moon, G. Lodha, M. Serzu, and N. Soonavvala, 1994,  Imaging of reflection seismic 
energy for mapping shallow fracture zones in crystalline rocks,  Geophysics, vol. 59, p. 753-
765. 

Kinner, N., R. Masters, and L. Fournier, 2005 Fractured Rock: State of the Science and 
Measuring Success in Remediation (Summary of 2004 U.S. EPA/NGWA Fractured Rock 
Conference: State of the Science),                                                                          
 www.clu-in.org/download/remed/fractured_rock_summary.pdf 

Klint, K., and P.  Gravesen ,  1999, Fractures and biopores in Weichselian clayey till aquitards at 
Flakkebjerg, Denmark,  Nord Hydrol , v.  30, pp.267–284. 

Knudby, C. and J. Carrera, 2006, On the use of apparent hydraulic diffusivity as an indicator of 
connectivity.  Journal of Hydrology v. 329, 377–389. 

Konzuk, J., and B. Kueper, 2003, Evaluation of cubic law based models describing single-phase 
flow through a rough-walled fracture, Water Resources research, v. 40, p. 

La Pointe, P. R. and J. A. Hudson (1985). Characterization and Interpretation of Rock Mass 
Joint Patterns. Special Paper 199, Geological Society of America Book Series. 

La Pointe, P. R., 1988, A method to characterize fracture density and connectivity through 
fractal geometry, Int. J. Rock Mech. Min. Sci. Geomech. Abstr., v. 25, p. 421-429. 

Lane J.W.,Jr., J.Williams, C.Johnson, D. Savino, and F. Haeni, 2002, An Integrated 
Geophysical and Hydraulic Investigation to Characterize a Fractured-Rock Aquifer, Norwalk, 
Connecticut, Water-Resources Investigation Report 01-4133. 

Lane, J., M. Buursink, F. Haeni, and R. Versteeg, 2000,  Evaluation of ground-penetrating radar 
to detect free-phase hydrocarbons in fractured rocks - results of numerical modeling and 
physical experiments: Ground Water, v.38,  p. 182-192. 



March 2010 D -10  Project No. 0814360101 

 

   

 

Lapcevic, P., K. Novakowski, and E. Sudicky, 1999, Ground water flow and transport in 
fractured media, in J. Delleur, ed., The Handbook of Groundwater Engineering, CRC Press, 
Boca Raton, ch. 17. 

Lattman, L. and R. Parizek, 1964, Relationship between fracture traces had the occurrence if 
ground water in carbonate rocks: Journal of Hydrology, v. 2, 71-91. 

Le Bourgne, T., O. Bour, J. de Dreuzy, P. Davy, and F. Touchard, 2004, Equivalent mean flow 
models for fractured aquifers Insights from a pumping tests scaling interpretation, Water 
Resources Research, v. 40, W03512. 

Lipson, D., B. Kueper, and M. Gefell, 2005, Matrix Diffusion-derived plume attenuation in 
fractured bedrock, Ground water, v. 43, p. 30-39. 

Long, J.C.S., Remer, J.S., Wilson, C.R., Witherspoon, P.A., 1982, Porous media equivalents for 
networks of discontinuous fractures. Water Resources Research, v. 18, 645–658. 

Longino, B. and B. Kueper, 1999, Nonwetting phase retention and mobilization in rock fractures, 
Water Resources Research, v. 35, p. 2085-2093. 

Lugeon, M., 1933. Barrages et géologie. Dunod, Paris. 

Mabee, S., K. Hardcastle, and D. Wise, 1994, A method of collecting and analyzing lineaments 
for regional-scale fractured-bedrock aquifer studies: Ground Water, v. 32, p. 884-894. 

Mabee, S., and K. Hardcastle, 1997, Analyzing outcrop-scale fracture features to supplement 
investigations in bedrock aquifers, Hydrogeology Journal, v. 5, p. 21-36. 

Mabee, S., P. Curry, and K. Hardcastle, 2002, Correlation of lineaments of groundwater inflows 
in a bedrock tunnel, Ground Water, v.40, p. 37-43. 

Majer, E., J. Peterson, T.  Daley, K. Kaelin, L. Myer, J. Queen, P. D'Onfro, and W. Rizer, 1997, 
Fracture detection using cross well and single well surveys, Geophysics, v. 62,  p. 495-504. 

Maloszewski, P., and A. Zuber, 1993, Tracer experiments in fractured rocks: matrix diffusion 
and the validity of models, Water Resources Research, v. 29, p. 2723-2735. 

Mardia, KV. and Jupp P., Directional Statistics (2nd edition), John Wiley and Sons Ltd., 2000. 

Martel, S., D. Pollard, and P. Segall, 1988, Development of simple strike-slip fault zones, Mount 
Abbot quadrangle, Sierra Nevada, California, Geologic Society of America Bulletin, v. 100m 
p. 1451-1465. 

Mathias, S., and A. Butler, 2007, Shape factors for constant-head double-packer tests, Water 
Resources Research, v. 43 W06430. 

Matter, J.M., Goldberg, D.S., Morin, R.H., and Stute, M., 2006,  Contact zone permeability at 
intrusion boundaries—New results from hydraulic testing and geophysical logging in the 
Newark Rift Basin, New York, USA: Hydrogeology Journal, v. 14, p. 689-699. 



March 2010 D -11  Project No. 0814360101 

 

   

 

McKenna, Gordon T. 1995. Grouted-in installation of piezometers in boreholes.  Canadian 
Geotechnical, Journal, v. 32, pp. 355-363. 

Meigs, L., and R. Beauheim (2001), Tracer Tests in a Fractured Dolomite 1. Experimental 
Design and Observed Tracer Recoveries, Water Resources Research, 37(5), 1113-1128. 

Mikkelsen, P., 2002, Cement-bentonite grout backfill for borehole instruments, Geotechnical 
News, December 2002. 

Molz, F., R. Morin, A. Hess, J. Melville, and O. Güven, 1989, The impeller meter for measuring 
aquifer permeability variations: evaluation and comparison with other tests. Water Resour. 
Res, v. 25, p. 1677–1683. 

Molz F., G. Bowman, S. Young, and W. Waldrop, 1994, Borehole flowmeters – field application 
and data analysis. J Hydrol, v. 163, p. 347–371. 

Molz, Fred J. (2004), Stochastic fractal-based models of heterogeneity in subsurface hydrology: 
Origins, applications, limitations, and future research questions, Rev Geophys, 42, RG1002. 

Morin, R., L. Senior, and E. Decker, 2000, Fractured aquifer hydrogeology from geophysical 
logs: Brunswick group and Lockatong Formation, Pennsylvania: Ground Water, v. 38, p. 
182-192. 

Moye, D.G., 1967. Diamond drilling for foundation exploration. Civ. Eng. Trans. p.  95–100. 

Muldoon, M. and K. Bradbury, 2003, Correlation of hydraulic conductivity with stratigraphy in a 
fractured-dolomite aquifer, northeastern Wisconsin, USA, Hydrogeology Journal, v. 9, p.  
570–583. 

Muldoon, M. and K. Bradbury, 2005, Site characterization in densely fractured dolomite: 
comparison of methods, Ground Water, v. 43, p. 863-876. 

Mun, Yuri, and C. Uchrin, 2004, Development and application of a Modflow preprocessor using 
percolation theory for fractured media, Journal of the  American Water Resources 
Association, v. 40+E245, p. 229-239. 

Narr, W., 1991, Fracture density in the deep subsurface: Techniques with applications to Point 
Arguello oil field: American Association of Petroleum Geologists Bulletin, v. v. 75pp. 1300-
1323. 

Nastev, M., R. Morin, R. Gordin, and A. Rouleau, 2008, Developing conceptual hydrogeological 
model for Potsdam sandstones in southwestern Quebec, Canada, Hydrogeology Journal, v,. 
16, p. 373-388. 

Nelson, R., 2001, Geologic Analysis of Fractured Reservoirs, 2nd Edition, Gulf Professional 
Publishing, 332 p. 

Neretnieks, I. (2006), Channeling with diffusion into stagnant water and into a matrix in series, 
Water Resources Research, 42, W11418 



March 2010 D -12  Project No. 0814360101 

 

   

 

Neretnieks, I., 1980, Diffusion in the rock matrix: An important factor in radionuclide 
retardation?, J. Geophys. Res., v. 85, p. 4379. 

Neuman, S., 2005, Trends, prospects and challenges in quantifying flow and transport through 
fractured rocks, Hydrogeology Journal, v.  13, p. 124–147. 

Novakowski, K., Lapcevic, P., Bickerton, G., Voralek, J., Zanini,L., Talbot, C., 1999. The 
Development of a Conceptual  Model for Contaminant Transport In the Dolostone 
Underlying Smithville, Ont.,  Final Report to the Smithville Phase IV Bedrock Remediation 
Program. 

NRC (Committee on Fracture Characterization and Fluid Flow, J.C.S. Long, chair), 1996, Rock 
Fractures and Fluid Flow: Contemporary Understanding and Applications,  National 
Academies Press, Washington D.C., 382 p. 

NRC (Panel on Conceptual Models of Flow and Transport in the Fractured Vadose Zone, P. 
Hsieh, chair), 2001, Conceptual Models of Flow and Transport in the Fractured Vadose 
Zone, Paul A. Hsieh, Chair, National Academies Press, Washington D.C., 382 p. 

Nyborg, M. and J. Berglund, and C. Triumf, 2007, Detection of lineaments using airborne laser 
scanning technology: Laxemar-Simpevarp, Sweden, Hydrogeology Journal, v. 15, p. 29–32. 

Oda, M., 1984. Permeability Tensor for Discontinuous Rock Masses. Geotechnique, v. 35, p. 
483-495. 

Odling, N., S.Harris, and R. Knipe, 2004, Permeability scaling properties of fault damage zones 
in siliclastic rocks,  Journal of Structural Geology, v. 26, p.  1727–1747. 

Olsson, O., L. Falk, O. Forslund, L. Lundmark, and E. Sandberg, 1992, Borehole radar applied 
to the characterization of hydraulically conductive fracture zones in crystalline rock, 
geophysical Prospecting, v. 40, p. 109-142. 

Or, D., 2008, Scaling of capillary, gravity and viscous forces affecting flow morphology in 
unsaturated porous media, Advances in Water Resources, v. 31,  1129–1136. 

Or, D., and M. Tuller, Hydraulic conductivity of partially saturated fractured porous media: flow in 
a cross section, Advances in Water Resources, v. 26, p. 883-898. 

Osnes, J.D., A. Winberg and J. Andersson, 1988. "Analysis of Well Test Data -- Application of 
Probabilistic  Models to Infer Hydraulic Properties of Fractures,", Topical Report RSI-0338, 
RE/SPEC Inc., Rapid City, South Dakota. 

Oxtobee, J. and K. Novakowski , 2002, A field investigation of groundwater/surface water 
interaction in a fractured bedrock environment,  Journal of Hydrology v.269, pp 169–193. 

Paillet, F. and W. Peddler, 1996, Integrated borehole logging methods for wellhead protection 
applications, Engineering Geology, v. 42, P. 155-165. 



March 2010 D -13  Project No. 0814360101 

 

   

 

Paillet, F., 1998, Flow logging and permeability estimation using borehole flow logs in 
heterogeneous fractured formations, Water Resources Research, v. 34, p. 997-1010. 

Park, A, and B. Broster, 1996, Influence of glaciotectonic fractures on wall failure in open 
excavations: Heath Steele Mines, Mew Brunswick, Canada, Canadian geotechnical Journal, 
v. 33, p. 720-731. 

Parker, B., R. Gillham, and J. Cherry, 1994, Diffusive Disappearance of Immiscible-Phase 
Organic Liquids in Fractured Geologic Media, Ground Water, v. 32, p. 805-820. 

Parker, D. McWhorter, J. Cherry, 1997, Diffusive Loss of Non-Aqueous Phase Organic Solvents 
from Idealized Fracture Networks in Geologic Media,  Ground Water, v. 35, p.  1077-1088. 

Pedersen, L., L. Persson, M. Bastani, and S. Byström,2009, Airborne VLF measurements and 
mapping of ground conductivity in Sweden:  Journal of Applied Geophysics, v. 67, p. 250-
258. 

Peng, S., and  A. Johnson, 1972, Crack growth and faulting in cylindrical specimens of 
Chelmsford granite, International Journal of Rock Mechanics, Mining Sciences and 
Geomechanical Abstracts, v. 9, p. 37-86. 

Pérez M., R. Gibson, and M. Nafi-Toksöz, 1999, Detection of fracture orientation using 
azimuthal variation of P-wave AVO responses, Geophysics, v. 64, p. 1253-1265. 

Persoff, P. and Kpruess, 1995, Two-phase flow visualization and relative permeability 
measurement in natural rough walled fractures, Water Resources Research, v. 31, p. 1175-
1186. 

Pollard, D. and A. Aydin, 1988, Progress in understanding jointing over the last century, 
Geological Society of America Bulletin, v. 100, p. 1181-1204. 

Porsani, J. V. Ells, and F. Hiodo, 2006, Geophysical investigations for the characterization of 
fractured rock aquifers in Itu, SE Brazil, Journal of Applied Geophysics, v. 57, p. 119-128. 

Porsani, J., W. Sauck, and A. Júnior, 2006, GPR for mapping fractures and as a guide for the 
extraction of ornamental  granite from a quarry: a case study from southern Brazil: Journal of 
Applied Geophysics, v. 58, p. 177-187. 

Priest, S. D., 1993, Discontinuity Analysis for Rock Engineering, Chapman and Hall, London, 
473 p. 

Priest, S. D., and J. Hudson (1976), Discontinuity spacings in rock, Int. J. Rock Mech. Min. Sci., 
13, 135–148. 

Pugin, A., S. Pullan, and J. Hunter, 2009 multi component high resolution seismic profiling, The 
Leading Edge, v. 28, p. 1248. 

Pyrak-Nolte, L. and N.G.W. Cook, 1988, Fluid percolation through single fractures. Geophysical 
Research Letters, v. 11, pp. 1247-1250. 



March 2010 D -14  Project No. 0814360101 

 

   

 

Rhén, I., H. Thunehed, C-A. Triumf, S. Follin, L. Hartley, J. Hermansson, C-H. Wahlgren, 2007, 
Development of a hydrogeological model description of intrusive rock at different 
investigation scales: an example from south-eastern Sweden, Hydrogeology Journal, v. 15, 
p. 47-69. 

Rouhiainen P., 2000. Difference flow measurements in borehole KLX02 at Laxemar. Äspö Hard 
Rock Laboratory. SKB IPR 01-06, SKB, Stockholm, Sweden. 

Roy, A., E. Perfect, W. M. Dunne, and L. D. McKay, 2007, Fractal characterization of fracture 
networks: An improved box-counting technique, J. Geophys. Res., 112, B12201. 

Sander, Per, 2007, Lineaments in groundwater exploration: a review of applications and 
limitations, Hydrogeology Journal, v. 15,p. 71-74. 

Sara, M.N, 2003, Site Assessment and Remediation handbook, Lewis Publishers, Boca Raton, 
944 p. 

Sawada . A., M. Uchida, M. Shimo, H. Yamamoto,H. Takahara, and T. Doe, 2000,  Non-sorbing 
tracer migration experiments in fractured rock at the Kamaishi Mine, Northeast Japan , 
Engineering Geology, v. 56, p. 75–96. 

Sayers, C. 2009, Seismic characterization of reservoirs containing multiple fracture sets, 
Geophysical Prospecting, c. 57, p. 187-192. 

Schmelzbach, C., H.  Horstmeyer, and C. Juhlin, 2007, Shallow 3D seismic-reflection imaging of 
fracture zones in crystalline rock, Geophysics, v. 72, p. b149-b160. 

Serzu, M., E. Kozak, G. Lodha, R. Everitt, and D. Woodcock, 2004, Use of borehole radar 
techniques to characterize fractured granitic bedrock at AECL's Underground Research 
Laboratory, Journal of Applied Geophysics, v. 55, p. 137-150. 

Shapiro, A.M., Hsieh, P.A., Burton, W.C., and Walsh, G.J., 2007,  Integrated multi-scale 
characterization of ground-water flow and chemical transport in fractured crystalline rock at 
the Mirror Lake Site, New Hampshire, in Hyndman, D.W., Day-Lewis, F.D., and Singha, K., 
eds., Subsurface Hydrology—Data Integration for Properties and Processes: Washington, 
D.C., American Geophysical Union, Geophysical Monograph Series, p. 201-225, ISBN:978-
0-87590-437-5. 

Sisavath S.,  A. Al-Yaarubi, C. Pain, R. Zimmerman , 2003,  A simple model for deviations from 
the cubic law for a fracture undergoing dilation or closure, Pure Appl. Geophys. V. 160, p. ) 
1009–1022. 

Skinner, D. and Heinson, 2004, A comparison of electrical and electromagnetic methods for the 
detection of hydraulic pathways in a fractured rock aquifer, Clare Valley, South Australia, 
Hydrogeology Journal, v. 12, p. 576-590. 



March 2010 D -15  Project No. 0814360101 

 

   

 

 Slough, K, E.  Sudicky, and P. Forsyth 1999, Numerical simulation of multiphase flow and 
phase partitioning in discretely fractured geologic media Journal of Contaminant Hydrology 
v. 40, p. 107-136  

Snow D. ,1969, Anisotropic permeability of fractured media. Water Resour Res 5: 1273–1289. 

Snow, D., 1968, Rock fracture spacings, openings and porosities, Journal of Soil Mechanics 
and Foundations, Division of the American Society of Civil Engineers, v. 94, SM1, p. 73-91. 

Snow, D., 1970, The frequency and apertures of fractures in rock, International Journal of Rock 
Mechanics and Mining Sciences and Geomechanics Abstracts, v. 7, p. 23-40. 

Snow, D. T., 1965, A parallel plate model of fractured permeable media, Ph.D. thesis, 331 pp., 
Univ. of Calif., Berkeley. 

Soon, J., J. Kim, S. Cho and S. Chung, 2004, A radar survey at a granite quarry to delineate 
fractures and estimate fracture density,  Journal of Environmental & Engineering 
Geophysics, v.  9, p. 53-62. 

Spane F.,Jr. and , S. Wurstner, 1993, DERIV: A computer program for calculating pressure 
derivatives for use in hydraulic test analysis,  Ground Water, v. 31, p.  814-822. 

Stephenson, K., and Novakowski, K. 2006.The analysis of pulse interference tests conducted in 
a fractured rock aquifer bounded by a constant free surface. J. Hydrol., 319(2006), 109-122. 

Stevens, K., G. Lodha, A. Holloway, and N. Soonawala, 1995, The application of ground 
penetrating radar for mapping fractures in plutonic rocks within the Whiteshell Research 
Area, Pinawa, Manitoba: Journal of Applied Geophysics, v. 33, p. 125-141. 

Streltsova, T., 1988, Well Testing in Heterogeneous Formations, Wiley, New York. 

Su, G. W., J. T. Geller, K. Pruess, and F. Wen, 1999. Experimental studies of water seepage 
and intermittent flow in unsaturated, rough-walled fractures. Water Resources Research 35: 
1019-1037. 

Sudicky, E. and E. Frind, 1982, Contaminant transport in fractured porous media: Analytical 
solutions for a system of parallel fractures, Water Resources Research, v. 18, p. 1634-1642. 

Surrette, M. and D. Allen, 2008, Quantifying heterogeneity in variably fractured sedimentary 
rock using a hydrostructural domain, Geological Society of America Bulletin, v. 120, p. 225-
237. 

Surrette, M., D. Allen, and M. Journeay, 2007, Regional evaluation of hydraulic properties in 
variably fractured rock using a hydrostructural approach, Hydrogeology Journal, v. 16, p. 11-
30. 

Svemar, C., S. Pettersson, and  T. Hedman, 2003, Äspö Hard Rock Laboratory, Proceedings 
Waste Management ’03, Materials Research Society, Tucson 
 (http://www.wmsym.org/archives/2003/pdfs/236.pdf). 



March 2010 D -16  Project No. 0814360101 

 

   

 

Svensson, U., 2001, A continuum representation of fracture networks, Part II: application to the 
Aspo Hard Rock Laboratory, Journal of Hydrology, v. 250, p. 187-205. 

Tang, D., E. Frind, and E. Sudicky, 1981, Contaminant transport in fractured porous media. 
Water Resources Research., v. 17, p. 555-564. 

Terzaghi, R., 1965, Source of error in joint surveys, Geotechnique, v. 15, p. 287-304. 

Therrien, R. and Sudicky, E.A. 1996. «Three-dimensional analysis of variably saturated flow and 
solute transport in discretely-fractured porous media.» Journal of Contaminant Hydrology. 
Vol. 23. 1-44. 

Therrien, R. and Sudicky, E.A., 2006,  HydroGeoSphere A three-dimensional numerical model 
describing fully integrated subsurface and overland flow and solute transport. User Guide 
218p. 

Thoma, S . G., D. P. Gallegosa, a nd D . M. Smith, 1992, Impact of fracture coating on fracture/ 
matrix flow interaction in unsaturated porous media,  Water Resources Research, v 28, p. 
1357-1367. 

Tokunaga, T.  and K., Wan, J., 1997. Water film flow along fracture surfaces of porous rock. 
Water Resources Research, v.33,p. 1287–1295. 

Tonon, F.  and J.T. Kottenstette, Summary paper on the Morrison field exercise. In Proc. of the 
workshop “Laser and photogrammetric methods for rock face characterization”, F. Tonon 
and J.T. Kottenstette eds., Golden, CO, June 17-18, 2006, 77-96; 2007 American Rock 
Mechanics Association (ARMA). 

Travassos, J., and P. Menezes, 2004, GPR exploration for groundwater in a crystalline rock 
terrain, Journal of Applied Geophysics, v. 55, p. 239-248. 

Tsang, C.-F., and C. Doughty. 2003. Multirate flowing fluid electric conductivity method. Water 
Resources Research 39, no. 12: 1354. 

Tsang, C.-F., P. Hufschmeid, and F.V. Hale. 1990. Determination of fracture inflow parameters 
with a borehole fluid conductivity logging method. Water Resources Research 26, no. 4: 
561–578. 

Tsang, Y. W. , 1992, Usage of “Equivalent Apertures” for Rock Fractures as Derived From 
Hydraulic and Tracer Tests, Water Resources Research, v. 28, 1451–1455. 

Vaughan, P.R. , 1969.  A note on sealing piezometers in boreholes, Geotechnique, Vol. 19, No. 
3,pp. 405-413. 

Vroblesky, D., L. Rhodes, J. Robertson, and J. Harrigan, 1996, Locating VOC contamination in 
a fractured rock aquifer at the ground-water/surface-water interface using passive vapour 
collectors, Groundwater, v. 34, p. 223-230. 



March 2010 D -17  Project No. 0814360101 

 

   

 

Wänstedt, S, S. Carlsten, and S. Tirén, 2000, Borehole radar measurements aid structure 
geological interpretations: Journal of Applied Geophysics, v. 43, p. 227-237. 

Warren J. and P. Root, 1963,  The behavior of naturally fractured reservoirs. Soc Petrol Eng 
Journal v. 3, p. 245–255. 

Wels, C., L. Smith and T. T. Vandergraaf, 1996, Influence of specific surface area on transport 
of sorbing solutes in fractures: An experimental analysis, Water Resources Research, v. 32, 
1943-1954. 

West A. C. F., K. S. Novakowksi, S. Gazor,2005, Usefulness of core logging for the 
identification of conductive fractures in bedrock, Water Resources Research, 41, W03018. 

West A. C. F., K. S. Novakowski, S. Gazor, 2006, A maximum likelihood estimator for bedrock 
fracture transmissivities and its application to the analysis and design of borehole hydraulic 
tests, Water Resources Research, 42, W06409. 

Williams, J. and C. Johnson, 2004 Acoustic and optical borehole wall imaging for fractured-rock 
aquifer studies, Journal of Applied Geophysics, v. 55, pp 151-159. 

Williams, J. and F. Paillet, 2002, Using flowmeter pulse tests to define hydraulic connections in 
the subsurface: a fractured shale example, Journal of Hydrology, v. 265, p. 100-117. 

Williams, J., and C. Johnson, 2004, Acoustic and optical borehole-wall imaging for fractured-
rock aquifer studies, Journal of Applied Geophysics, v.  55, p. 151-159. 

Witherspoon, P., N. G. W. Cook, J. E. Gale. 1981, Geologic Storage of Radioactive Waste: 
Field Studies in Sweden, Science, v. 211, p. 894-900. 

Witherspoon, P. A., J. S. Y. Wang, K. Iwai, and J. E. Gale ,1980, Validity of cubic law for fluid 
flow in a deformable rock fracture, Water Resources Research, v. 16, 1016– 1024. 

Witherspoon, P.A., 2000, The Stripa Project, International Journal of Rock Mechanics and 
Mining Sciences, v. 37, pp. 385-396. 

Yadav, G. and S. Singh, 2007, Integrated resistivity surveys for delineation of fractures for 
ground water exploration in hard rock areas, Journal of Applied Geophysics, v. 62, p. 301-
312. 

Zanini, L., Novakowski, K., Lapcevic, P., Bickerton, G., Voralek,J., Talbot, C., 2000. Regional 
groundwater flow in the fractured carbonate aquifer underlying Smithville, Ont., inferred from 
combined hydrogeological and geochemical measurements, Ground Water  v.38, pp., 350–
360. 

Ziegler, T., 1976, Determination of Rock Mass Permeability. Technical Report, vol. S-76-2. U. S. 
Army Engineers Waterways Experiments Station, Vicksburg, Mississippi. 88 pp. 


	ADP313.tmp
	Basics of Fracture Flow
	Geologic Origins of Fractures and Faults
	Single Phase Flow and Transport in Single Fractures
	Single Fracture Flow: The Parallel Plate Analog and the Cubic Law
	Extensions to Fracture Networks
	Single Fracture Summary

	Stochastic Description of Fracture Geometric and Hydraulic Properties
	Background
	Probability Density Functions and Properties
	Fracture Size
	Orientation
	Hydraulic Properties
	Permeability Tensors and Stochastic Approaches to Equivalent Porous Media
	Lessons from Fracture Statistics

	Transport Processes in Fractured Rock
	Retardation
	Dispersion
	Further Considerations on Matrix Diffusion

	Multiphase flow
	Capillary Dominated Systems in Smaller Aperture Fractures
	Capillary Entry Pressure
	Viscous Effects
	Flow in Larger Aperture Fractures: Gravity versus Capillarity and Viscosity
	Multiphase Effects in Local Groundwater Flow Systems
	NAPL Disappearance Time


	Fractured Bedrock Characterization Methods
	Geological Characterization
	Desk Studies
	Lineament Studies
	Fracture and Fault Mapping
	Borehole Studies
	Image Logging
	Optical Televiewer (OTV)
	Conventional Television Cameras
	Acoustic Borehole Televiewer (ATV)
	Formation Micro Imager

	Core
	Limitations of Geologic Studies

	Geophysics
	Airborne Geophysics
	Surface Geophysics
	Electrical Methods
	Seismic Methods

	Borehole Geophysics
	Identifying Conductive Fractures
	Evaluating Vertical Gradients
	Identifying Zones of Contamination
	Assessing Rock Properties for Matrix Diffusion
	Borehole Logging Summary

	Cross Borehole Geophysics
	Geophysics Summary

	Hydraulic Characterization
	Properties and Basics
	Steady Flow Methods: Packer Testing and Flow Logging
	Packer tests
	Flow Logging with Spinner and Heat-pulse Logs
	Ambient versus Flowing Logs and the Determination of Vertical Head Gradients
	Fluid Replacement Logs
	Cross-hole logs and Horizontal Flow
	Reliability of Steady Flow Methods

	Transient Methods
	Is there a Well Test Response that is Unique to Fractures?
	The Pressure Derivative
	Flow Dimension and Composite Dimension
	Rate Normalized Plotting of Derivative Data: Using Derivative to Assess Network Geometry

	Other Single Hole Tests
	Interference Tests:  Diffusivity and Storativity Determination
	Storativity Calculation
	Diffusivity for Mapping Connectivity

	Tracer Tests

	Monitoring Systems and Borehole Completions
	Nested and Clustered Completions.
	Single Well, Multilevel Monitoring Systems
	Westbay System
	Waterloo/Solinst Multilevel Monitoring System
	Flexible Liner Systems
	Other Approaches and Fully Grouted Piezometers
	Monitoring Systems Summary



	APPENDIX c:  Modeling
	Overview
	Porous Continuum Codes
	MODFLOW
	FEFLOW

	Fracture Network Models
	Finite Element DFN Models
	HYDROGEOSPHERE

	Guidance for Model Usage

	APPENDIX D:  References


